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Successive changes in industrial leadership between both firms and countries (described here as catch-up cycles) have
been common in several sectors. This article develops a history-friendly model to explore the role played by technolog-
ical conditions in the emergence of such leadership changes. The model is inspired by two cases where the emergence
of disruptively novel technology played an important role: mobile phones and semiconductors. In the baseline setting the
model is able to generate the benchmark case of three cycles with two leadership changes. In particular, the simulation
analysis reveals that: (a) the more disruptive the new technology and the lower the incumbents’ capabilities, the greater
the shake-up of market shares between incumbents and latecomers; (b) leadership change is more likely to occur when

Job;% Code: it coincides with certain responses by the actors to the technological disruption, such as a high lock-in behaviour on the
010 part of incumbents; and (c) a technology-driven change of industrial leadership is more likely to occur in the presence of
L10 increasing returns to technological investments. The counterfactual experiments show that different catch-up dynamics
can emerge depending on the magnitude of technological disruption, the degree of lock-ins, the shape of technological
Keywords: landscape, and incumbents’ initial capabilities. In particular, four other types of catch-up cycle are generated — the aborted
Catch-up cycles cycle, persistent leadership, return of the old leadership, and coexistence in leadership between latecomers and incum-
Leadership change bents. Each of these cycles is identified with a specific historical case of catch-up.
Technology © 2016 Published by Elsevier Ltd.
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1. Introduction

As noted by Schumpeter, one of the essential aspects of capital-
ism is creative destruction, often leading to changes in industrial lead-
ership between firms both within and across countries. The exten-
sive literature about this kind of change includes studies using dif-
fering levels of analysis. Some (e.g., Tushman and Anderson, 1986;
Christensen, 1997) concentrate on shifts in leadership at the level of
firms within national economies — in those cases focusing on advanced
industrial economies. Others, in contrast, while recognising the impor-
tance of leadership change at the firm level, subordinate that dimen-
sion beneath a primary interest in shifts of leadership at the level of
national economies, as in the classic studies by Gerschenkron (1962)
and Abramovitz (1986), as well as Mowery and Nelson (1999).

Building on those themes, a large literature now exists about the
rise of industrial leadership in emerging economies in industries like
mobile phones, shipbuilding, automobiles and steel. Again the levels
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of analysis vary widely. Some studies concentrate on the rise of indi-
vidual firms (Kim, 1997; Lee and Lim, 2001; Amann and Cantwell,
2012), while others give primary attention to leadership shifts between
national economies, but at the level of specific sectors (Malerba and
Nelson, 2012).

A third perspective seeks to connect those different levels of analy-
sis. A pioneer in this is Amsden (2001), whose examination of the rise
of late-industrialising economies is deeply rooted in the analysis of
firm-level behaviour. More recently, Lee (2013) explicitly integrates
his primary focus on country-level economic growth with analysis at
the level of both sectors and firms. This article also adopts that per-
spective. Like most of the other articles in this Special Issue, it is pri-
marily concerned with shifts in industrial leadership between firms lo-
cated in different national economies, mainly involving shifts between
advanced and emerging (latecomer) economies; but this analysis is
rooted in the micro-level behaviour of individual firms and the char-
acteristics of specific sectors.

One feature of such leadership change is that, within a consid-
erable number of industries, change seems to have occurred repeat-
edly. Christensen (1997), for example, note this pattern in the his-
tory of several industries in the US, most strikingly in the hard disk
drive industry where four changes in leadership occurred in only
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about three or four decades. This occurrence of successive inter-firm
leadership changes has also been observed in cases that have simul-
taneously involved shifts in leadership from advanced to latecomer
economies. This is evident, for example, in two cases that were es-
pecially important in inspiring the development of this article: in mo-
bile phones where leadership shifted from the US to Europe, and then
from Europe to Korea and (partly) back again to the US (Giachetti and
Marchi, 2016), and in memory chips where it moved from the US to
Japan and from Japan to Korea (Shin, 2016). However, not much has
been written specifically about these paths of successive change in in-
dustrial leadership across countries within particular industries. This
article expressly aims at filling that gap.

We start by following Lee and Malerba (2016) in using the term
‘catch-up cycles’ to refer to successive changes in industrial leader-
ship with each cycle consisting of entry, gradual rise, forging ahead
and decline of a leader, followed by the rise of next leader with its
own cycle. Then, influenced by the cases noted above and along with
those examined in the other articles in this Special Issue, we ask the
following question: under what conditions do catch-up cycles occur in
industries and why do they often occur more than once in the same in-
dustry?

In addressing this question, we do not present new empirical obser-
vations. Instead we develop a formal model to explore the conditions
within which catch-up cycles are more likely to emerge. In doing so,
we draw on the case studies mentioned above. In particular, we note
that the emergence of novel technologies (sometimes combined with
government interventions and demand shocks) played an important
role in opening opportunities for leadership change in all these cases,
including the studies of leadership change within industries in the ad-
vanced economies (e.g. Tushman and Anderson, 1986; Christensen,
1997). This opportunity-opening role of technological discontinuities
is therefore the main focus of the present article, following the argu-
ment of Perez and Soete (1988) that radical technological discontinu-
ities often create ‘windows of opportunity’ for latecomer firms and
economies. We extend that core idea further in two ways. First, we
envisage that the ‘size’ of technology-driven windows of opportunity
may vary, as reflected in the magnitude of the technological discon-
tinuity, with corresponding variability in the consequent disruption to
existing markets and capabilities. Second, we envisage that the extent
to which leadership change depends not only on the size of the techno-
logical windows of opportunity, but also on how the incumbents and
latecomers respond to the opening of the windows.

We elaborate on these and other detailed aspects of the model in
Sections 2 and 3. However, we highlight here two of its more gen-
eral features: (i) the scope of the questions it addresses, and (ii) several
broad aspects of the approach we take.

The scope of our exploration overlaps with, but is nevertheless dis-
tinct from, several other strands of research concerned with late in-
dustrialisation and the underlying dynamics of technological change.
At one level our study relates to previous work in this area by eco-
nomic historians, as in the pioneering contributions of Gerschenkron
(1962) and Abramovitz (1986) as well as Chang (2002). However,
our exploration of catch-up cycles is more narrowly focused than such
broad-ranging studies. It is centred specifically on shifts in industrial
leadership — in terms of latecomers overtaking the incumbents in terms
of global market shares, or at least closing the gap in market shares to
the extent that they acquire similar shares to the global market leaders.

At another level, the focus on shifts in industrial leadership means
that our model-based exploration differs from other related studies
that also focus on how innovation and technological change influence

shifts of industrial activity to late industrialising economies. This mer-
its clarification in three areas.

First, in his analysis of the product life cycle, Vernon (1966) ar-
gues that the maturation of product technologies after the initial in-
novation in the US contributes to shifting the geographical location
of those productions, first to other advanced economies and then later
to developing economies. However, Vernon concentrates on the pat-
terns of international investment that launch new lines of produc-
tion in those follower economies, and he is not concerned with ques-
tions about whether and how the global geography of leadership in
those industries might subsequently also shift. Moreover, his discus-
sion is entirely about how the location of production is shifted via
foreign direct investments by multinational corporations based in ad-
vanced economies. Perhaps not surprisingly, there are no questions
about whether this incumbent-driven process of international invest-
ment might somehow evolve into change in industrial leadership in-
volving not only production but also R&D and brands.

Similarly, although we draw directly on Perez and Soete’s (1988)
insights about technological windows of opportunity, we use their idea
to address a different question. They are primarily concerned with en-
try into new industries by firms in late industrialising economies, and
they focus on ways in which some of the entry barriers might be lower
during phases of radical technological discontinuity. In contrast, our
focus is on events occurring two, three or more decades after initial
entry — on questions about whether technological discontinuities pro-
vide opportunities at that later stage for latecomers to catch up or even
forge ahead into globally leading positions in the industry, overtaking
the incumbents.

The same distinction between industry entry and subsequent
change in industrial leadership applies with respect to the connection
between this study and the literature on ‘product space’ (Hidalgo et
al., 2007). As with our study, this strand of work addresses questions
about technology and late industrialisation, arguing that the structure
of capability distances in the product space in which firms are embed-
ded shapes the rate and direction of change in the structure of indus-
trial production and exports. However, this argument is again about
start-up steps in entering new-to-the-economy lines of business, and
no questions are raised about whether or how global changes in indus-
trial leadership might subsequently follow on.

While concentrating on the incidence of leadership change within
catch-up cycles in industries, we focus on catching-up by firms in late-
comer countries. However, our model is quite general and it can be
used to explain catching-up by firms in an advanced country that starts
from a position of late entry into a specific industry compared to firms
of another advanced country.

The model is developed along the lines of the evolutionary mod-
els of Nelson and Winter (1982) and the history-friendly tradition
(Malerba et al., 1999, 2016). History-friendly models are evolution-
ary models in which aggregate behaviours emerge out of the repeated
interaction among agents. These models were used to examine the
evolution of several industries, such as computers, semiconductors,
pharmaceuticals, and memory chips (for a review, see Garavaglia,
2010). In those cases, a specific industry is the object of analysis
and the actors and mechanisms that characterize that single indus-
try are explicitly modelled. In this article we adopt a slightly differ-
ent approach. Our model is not restricted to the specifics of one in-
dustry. Although it was inspired by the cases of mobile phones and
memory chips, we build a simulation model that is general enough
to capture the gist of catch-up cycles in more than one industry. We
do this in stages. Initially, the model focuses on the commonalities
that characterize the standard catch-up cycles in mobile phones and
memory chips, with a specific focus on the role of technological dis-
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continuities. Then, once the benchmark cases have been successfully
generated, we rely on counterfactual theory-driven experiments to
check whether the model can replicate the differing forms of catch-up
cycle observed in other industries.

Overall, our model-based exploration achieves two main results.
First, it shows that the probability of leadership change varies with the
‘size’ of the windows of opportunity as well as with differing patterns
of behaviour by both incumbents and latecomers. Second, it shows
that the model can replicate the ‘non-standard’ types of catch-up cy-
cle that are identified in other case studies in this Special Issue. These
other scenarios include: (i) aborted catch-up cycles in which firms fail
to complete the forging-ahead stage of the cycle and fall back, (ii)
persistent leadership paths in which incumbent firms retain their lead-
ership positions despite the existence of windows of opportunity for
latecomers to forge ahead, (iii) return of the old leadership patterns in
which leading incumbents fall behind in earlier cycle but then return
to leadership positions in a new cycle, and (iv) patterns of co-leader-
ship in which incumbents still remain as major players in the industry
even with the substantial rise of latecomers as market leaders.

The article is organized as follows. In the next section we outline
the standard framework regarding the stages in a catch-up cycle, and
we also indicate several variants of the standard cycle that we explore
later in the model. We then briefly discuss the two historical cases
of the ‘standard cycle’ that we aim to model, i.e. mobile phones and
memory chips. In Section 3 we present and discuss the basic features
of the model. Section 4, the core of the article, reports the results of the
simulation runs. Finally, Section 5 summarizes the main conclusions
of the article.

2. Catch-up cycles and their determinants

As mentioned in the Introduction, the history of capitalism is
marked by several successive catch-up cycles in industries. Follow-
ing Lee and Malerba (2016), and using the terms first coined by
Abramovitz (1986), we define each cycle as consisting of four stages,
namely: entry, gradual catching-up, forging ahead, and falling behind.
The first stage is the entry stage, where the latecomers start produc-
tion and try to overcome initial disadvantages with respect to incum-
bents. The second stage is that of gradual catching-up in terms of mar-
ket shares and/or productivity. The third stage is that of forging ahead
based either on initial adoption and follow-on innovations or on rad-
ical innovations in organizations, products, processes and/or markets.
The fourth and final stage is that of falling behind where the newly
emerged leaders decline because of the rise of new challengers. We
call this type of cycle the standard catch-up cycle.!

In some industries, however, the catch-up cycle can take other
forms. From the cases described in this Special Issue, one can iden-
tify several relevant ones. In some cases the incumbent has man-
aged to maintain the leadership over several waves of new genera-
tions of technology. This is the case, for instance, of the camera in-
dustry where, after the first change from Germany to Japan, Japan
succeeded in maintaining its leadership, notwithstanding the arrival
of the new SLR digital camera (Kang and Song, 2016). A similar
case is memory chips where the leadership has firmly remained for
more than two decades in the hands of the Korean company, Samsung,
once it took over in the 1990s from Japan (which had earlier toppled
the US in the 1980s — see Shin, 2016). In these cases we have per-

It is standard in its general configuration, but details like the length of a cycle
differ across sectors, depending on their specific technological, market and
structural characteristics.

sistent leadership cycles. In other cases, latecomers may join incum-
bents in a leadership position, so that we may have a coexistence
of leadership, as in the case of the wine industry (Morrison and
Rabellotti, 2016). There may also exist cases where incumbents are
able to regain leadership after previously losing it to some latecom-
ers, which we refer to as the return of the old leadership, as in the
case of Italy in wine in the first decade of the 2000s (Morrison and
Rabellotti, 2016). Finally, there can be cases of aborted catch-up,
where the catching-up effort fails to generate a forging ahead but stays
stuck at the stage of gradual catch-up. Actually, many late entrant
countries fall into this category of aborted catch-up: the critical barrier
against the forging-ahead stage is the capability to upgrade into higher
value-added products.

These contrasting experiences prompt interesting questions about
the factors that effectively lead some industries to be characterized
by one specific pattern of catch-up as opposed to another. Related re-
search has placed considerable emphasis on the concept of windows
of opportunities. The literature, in particular, suggests that different
types of windows of opportunity for catch-up may open during the
evolution of an industry (Lee and Malerba, 2016): they include major
innovations or drastic technological change (Perez and Soete, 1988),
changes in market demand and consumer preferences and business
cycles (Mathews, 2005), and changes in institutions and public pol-
icy (Guennif and Ramani, 2012; Chang 2002). In addition, compa-
nies and national or sectoral systems may respond in different ways
to windows of opportunities depending on whether they are the exist-
ing leaders or the challengers: responses include various forms of ‘in-
cumbent traps’ or other lock-in behaviour (Chandy and Tellis, 2000;
Henderson and Clark, 1990) and exploiting latecomer advantages. For
a more general discussion not related to catching-up, see Tushman and
Anderson (1986), Christensen (1997, 2002) Adner (2002) and Adner
and Zemsky (2006).2 As we will show in our model, the combina-
tion of windows of opportunity and the responses by both incumbents
and latecomers can explain which pattern of catch-up is most likely to
emerge.

In this article we focus on one key driver of catch-up cycles:
technological change. The rise of new technologies, pursuing the in-
sights of Perez and Soete (1988) who discussed the emergence of new
techno-economic paradigms, can create windows of opportunity for
latecomers.

In developing our model we take as a reference two industries in
which radical changes in technologies played a major role in changing
the leadership across firms and countries: mobile phones and mem-
ory chips. We briefly present the two historical cases here. A more
detailed analysis can be found in Giachetti and Marchi (2016) and in
Shin (2016).

The evolution of the mobile phone industry is a combination of
three standard catch-up cycles, where two technological discontinu-
ities led to two successive leadership changes. Motorola was the com-
pany that actually invented the analogue-based cell phone and

2. Regarding the role of technical innovations as a factor leading to market-share
changes among firms, not necessarily those from the South, Tushman and
Anderson  (1986) discusses the role of ‘competence-enhancing vs.
competence-destroying innovation’, whereas Christensen (1997, 2002) discusses
the role of disruptive innovations (which is close the concept of
competence-destroying innovations). Adner (2002) and Adner and Zemsky (2006)
examine the role of demand conditions in enabling a technology to become
disruptive and in affecting the sustainability of competitive advantages. In a sense,
our model shows through simulations how these ‘disruptive’ or
‘competence-destroying’ innovations can trigger leadership changes, especially
when they are combined with different responses by incumbents, such as lock-in
behaviour.
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thus created the sector. During the early 1990s, however, the introduc-
tion of the GSM digital standard by EU and US regulators created a
technological discontinuity, which enabled the production and com-
mercialization of a new generation of digital mobile phones. While
Nokia was quick to switch to this new generation, Motorola stayed too
long with the old one. As a result, Nokia took over from Motorola and
became the new market leader. Such leadership, however, did not last
for long. In the second half of 1990s and early 2000s, a new series
of innovations associated with developments in wireless data com-
munication (e.g. Wi-Fi) and web 2.0, as well as the improvement of
multi-touch technologies, enabled a new type of mobile phone to be
designed and produced: the so-called “smartphone”. Most of these in-
novations took place outside of the mobile phone industry and created
a discontinuity that mobile phone vendors could exploit. While Nokia
was relatively slow to move to the new paradigm and eventually fell
behind, other companies such as Samsung and Apple were compar-
atively fast. As a result, a further change of industrial leadership oc-
curred with Samsung and Apple becoming the new leaders. The over-
all pattern of catch-up was therefore characterized by two successive
changes in leadership: first, from the US to Finland, and then from
Finland to Korea and (partly) the US (Giachetti and Marchi, 2016).

The history of memory chips is in many respects similar to the
one of mobile phones. In this case also, frequent changes in technol-
ogy (i.e. new sizes of chips and silicon wafers) served as windows
of opportunity for latecomers. In particular, the industry experienced
two successive leadership changes: initially, from the US to Japan,
and then from Japan to Korea. Frequent shifts in the generations of
technologies (from 1 K to 16 K, 64 K, and 128 K bit memory chips),
played an important role in these changes, as the latecomers often
made aggressive investments in next generation technologies to wrest
the leadership away from the incumbents: this can be termed ‘dynamic
catch-up’ (Shin, 2016) or a ‘stage-skipping’ strategy (Lee and Lim,
2001). These changes were also favoured by the presence of techno-
logical discontinuities in the production of silicon wafers, the size of
which increased from 3 to 5-inches and then from 6 to 8-inches. A
larger size of wafers brings about significant productivity increases,
but it requires memory chip producers to confront high uncertainty in
technologies and market demand. While industry leaders proved not to
be ready to take such risk, latecomers successfully exploited the dis-
continuities and obtained important increases in competitiveness. In
contrast, the most recent case of Samsung continuing to keep the lead-
ership in memory chips since the late 1990s can be explained by the
narrowing of the window: the new technology (flash memory) replac-
ing the DRAMs is competence-enhancing in the sense that the existing
manufacturing facilities in DRAM do not have to be scrapped but can
be used to produce flash memories (Shin, 2016).

Inspired by these two cases, our history friendly model aims at
generating the evolutionary path of an industry with three cycles.
The first involves the initial establishment of the industry and the
emergence of the first leader(s). The other two involve subsequent
changes in leadership. The logic of the model rests on the combi-
nation of three main components: technological change, firm capa-
bilities and country innovation systems. The nature of these compo-
nents evolves following a stochastic process, which means that the
model is not deterministic. Rather, the emphasis is placed on the
complex relationship between technology, actors’ decisions and coun-
try institutional settings. We propose that successive changes in in-
dustrial leadership can be explained by a combination of the arrival
of windows of opportunities and the response by firms and the (na-

tional and sectoral) system in which they operate. The next section re-
views the basic structure of the model.

3. The model

The model is an extended version of Capone et al. (2013). Like
them we consider an industry where technological and demand condi-
tions shape the competitive dynamics among firms. Differently from
their model, however, we consider the existence of firms that may be-
long to different countries and focus on the shift of industrial leader-
ship among them.

The model also shares some similarity with Brezis et al. (1993),
who develop a macroeconomic model to study patterns of ‘leapfrog-
ging’ among countries as a response to occasional major changes in
technology. In our case, however, the model is micro-founded and
the catch-up dynamics emerges from the interaction among competing
firms.

3.1. The topography

We consider an industry with two components: the market space
and the technology space. The former is a characterization of con-
sumers’ preferences for the products and their characteristics. Prod-
ucts differ along one dimension, their perceived quality. Demand is
vertically fragmented (Shaked and Sutton, 1982), with consumers hav-
ing heterogeneous minimum quality thresholds. Products that do not
meet these minimum requirements are not considered for purchase.

The technology space is a characterization of the technological and
innovation opportunities available to firms. Following the literature on
technological paradigms and trajectories (Dosi, 1982), we account for
both continuous changes and discontinuities in technological innova-
tion. Continuous changes are technical improvements along the tra-
jectory defined by a given technological paradigm, while discontinu-
ities are associated with the emergence of a new paradigm. Within a
given paradigm, R&D activities carried out by firms are the main dri-
vers of innovation (Freeman, 1974; Pavitt and Wald, 1971; Pavitt and
Soete, 1980). A change of paradigm is modelled as a shift of the tech-
nological frontier, which enables new (and superior) technological al-
ternatives to be pursued. Firms face the opportunity to exploit these
alternatives and follow a new technological trajectory. The extent to
which this will happen is endogenously determined by the firms’ de-
cisions and depends on several factors, such as firm-level capabilities,
the ‘competence destroying’ effect of the discontinuity, the lock-in ef-
fects associated with the old paradigm, and the sector-specific shape
of the technology landscape.

The link between market space and technology space is established
by firms’ activities. Firms search the technology space to improve the
techniques used in production and develop products that generate util-
ity for consumers. Firms are heterogeneous: in particular, they may
differ either because they discover different techniques or because
they do not have the same capabilities to serve the market.

The industry is populated by firms of three competing countries.
Firms in all countries have access to the same technology space and
can serve three distinct markets: one national market and two foreign
markets. At the beginning the industry (and the related market) starts
only in one country, which we call 4, or the incumbent (with ¢, be-
ing A’s time of entry). After some periods an embryonic industry is
born also in the other countries, which we call B and C, or latecom-
ers (with 3 and ¢~ being B’s and C’s time of entry). From that period
onward, firms of countries 4, B and C compete to gain market shares.
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The country in which firms serve the largest portion of the market is
defined as the “leader country”.

In line with the appreciative theory of catch-up cycles and the lit-
erature on national and sectoral systems of innovation, firms’ innova-
tive performance depends on a set of country-level effects: (i) an ‘in-
formation effect’ associated with the role that country-specific orga-
nizations and institutions play in orienting firm searching (Mazzoleni
and Nelson, 2007); (ii) a ‘complementarity/lock-in effect’ related to
the impact that interactions within a country’s sectoral system have on
the perception of new technologies (Malerba, 2002, 2004); and (iii)
a ‘learning effect’ associated with the support of national systems of
innovation to the accumulation of firm-level capabilities (Lundvall,
1992).

Fig. 1 reports a graphical representation of the model. The follow-
ing sections present a detailed description of each of the model’s com-
ponents.

3.2. Technology space

The technology space consists of an ordered vector of J > 0 tech-
niques. Firms search the technology space to find new techniques.
Every period, firms can use only one technique and develop a single
product.

The “merit” of a technique is captured by coefficient r; € [0, 1]
with j € [0, J] being the technique’s position within the landscape.
Technical merit is distributed according to a beta cumulative distri-
bution function, with shape parameters @, and g,. By setting a, = 1
and f,>1 we obtain a concave landscape, where the marginal increase
in technical merit reduces along the landscape (i.e. decreasing returns
to technological investments). This shape suits a traditional industry
where technical improvements along a given trajectory get smaller at
the margin. On the contrary, by setting a,>1 and g, = 1 we obtain a
convex landscape, where the marginal increase in technical merit is
larger the more we move up the technology space (i.e. increasing re-
turns to technological investments). In this case the landscape suits a
high-tech sector. Fig. 2 offers a graphical representation of these two
landscapes.

When the industry is born, the technology space is bounded by an
initial frontier ¢, € [0, J] (see Fig. 2). Firms can pick any technique
Jj such that 7; <r.. This frontier corresponds to the best technique
that can be picked given the initial technological paradigm (first-gen-
eration technology). Following a technological discontinuity, i.e., a
change of technological paradigm, this frontier can shift, opening a
window of opportunity. Firms adopting the new technology can pick
any techniques such that r; <7, <r., where ¢, € [0, J] is the new
frontier. The number and merit of the techniques included in the in-
terval [¢,,¢,] determine whether such a window is valuable for firms.

Shifts in the technological frontier can occur repeatedly during the in-
dustry’s life. We denote with 7, the period in which the n-th shift oc-
curs, with p>1.

Firms have limited information on the shape and composition of
the technology landscape. In particular, they don’t know ex-ante the
merit and position of potential techniques. Firms randomly search the
technology space and if they find a technique with higher merit than
the one they are currently adopting they switch to the new technique.
We denote with 7' ¢ ; the merit of the technique adopted by firm f at
time ¢. The searching procedure is described in greater detail below.

3.3. Market activities

Firms can serve both the national and the foreign markets, even
though they are born with the propensity to serve the national market

first. To serve foreign markets, firms face a sunk cost ¢,>0, which is
paid out of the resources accumulated in a ‘export account’ (see be-
low). In addition, firms serving their national market enjoy a market
advantage over foreign firms, which can be interpreted both as a bias
of the national demand in favour of local products and/or as the exis-
tence of market restrictions.>

The propensity for the product of firm f to be sold depends on
three components: technical merit (*f ), capabilities (6, € [0,1]),
and price (p,,>0), together with the price advantage discussed above.
To lend some credibility to the model, ¥ s captures technical and ob-
jective features of the product and 6 ; ; managerial and organizational
routines related to how the product is produced, marketed and dis-
tributed. The combination of 7'y, and 6, determines the perceived
quality of the product. Let consumers be uniformly distributed along
the real unit segment. As discussed above, demand is vertically frag-
mented and thus, depending on the quality thresholds of consumers,
distinct market segments exist. In any of such segment, the propensity
for the product of firm f coming from country k € {A, B,C} to be
sold to a consumer i € [0, 1]in country / € {A, B, C} is:

0 Gf q,<00)
S,t o
o m . > .
- df ap, 2 Q) AK#I "

where s is the market segment (see below), ¢ € [0, 1] is the price ad-
vantage when serving the national market, q,, =0, - r,, is the per-
ceived quality of the product, and Q(-) is a beta cumulative distribu-
tion (with shape parameters @y and ;) that assigns to each consumer
i a minimum perceived quality requirement Q(i). By changing a4
and f; we can obtain different degree of vertical fragmentation (see
Capone et al., 2013). For the sake of simplicity the degree of vertical
fragmentation is the same in all markets.

For any degree of vertical fragmentation, market shares are com-
puted as follows. Consider country ; and denote gl as the set of
firms that in any period sell in that country a product with strictly
positive perceived quality. Assuming quality is observable, we can
arrange firms in a non-descending order by quality, in such a way that
a1, <d;, < qp, for all feF. Let Q‘l(qf’,) be the fraction of con-
sumers whose quality threshold is no higher than g¢ ;. On this basis,

we can define §' =)Fl) market segments such that S! = Q~'(q, ) and

Sé = Q—l(qus,t) - Q—l(qus_l’t) . Then, the market share of firm
f from country g in segment s is:

k.1
! Uf,s,t

Myse = s U
f=s" f.st

2

3 The advantage of national firms in their local market has been addressed in
several strands of literature, including Balabanis and Adamantios (2004). In a
latecomer economy, advantages have been associated with both tariff and
non-tariff barriers against the imported goods (Shin and Lee, 2013), as well as
procurements by the government and public sector. Finally, language and related
cultural differences have also been a source of advantage for local firms in their
own local markets, including the market for IT products such as cell phones. For
instance, Samsung’s market share tends to be much higher in its home market
(Korea) than in foreign ones such as USA, Japan and Europe.
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On this basis, the market share of firm f in the whole country
is simply the sum of its shares in the segments weighted by the seg-
ment’s relative size:

N sl
I _ Z 1 s
m, = )m S —
N 8,1 _
! = Ist 0 gp,) 3)

Firm f’s market share in the whole industry can be thus written as:

A AL, B B, ,C ,C
me Xy Tme Xy Tme X,
me=

2+ B+ 4C
4

where ;{i>0 is the number of consumers in country ;. It follows that

the total portion of the market covered by the firms of country  at
time ¢ is:

®)

where Fj, is the set of firms that belong to country g and are alive at
time ;. Whenever mf is greater than the market share of all the other
countries, we say that country g is the “leader country”. Similarly,
when My ; is greater than the market share of all other firms, we call
firm f the “leader firm”.
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3.4. Price, profit and industry dynamics

Firms serving the market in country ; set prices according to the
mark-up rule:

Plf’t =C-(1+W[f,,) (6)

where ¢ is the marginal cost of production, which is equal across all
firms and countries, and constant over time.* At time ¢t firms choose
the mark-up w' rito maximize profit, given the elasticity of demand

n> 1° and the local competitive pressure at s — | as expressed by mar-
ket share:

!
; me .1
fa T

T ()

The profit of firm f at time ¢ is thus the sum of the profits obtained
in the three countries:

T =0y, =0 xp, +WF =) x ] + W5, — 0 xf, ®)

where )(}J = m’f’, . ;(f ,is f’s number of consumers in country |.

Firms enter and exit the industry depending on their performance.
Every period there is a probability w € [0, 1] that a new firm is se-
lected for entry. This probability is the same in all countries. A new
entrant starts by searching the technology space, and if she finds an
available technique (i.e., a technique that is not yet patented, see be-
low) she can serve the market. Firms that do not find any available
technique or that at the end of the period have a total market share
lower than the exit threshold m¢ € [0, 1] exit the industry. This exit
threshold is the same in all countries. It follows that while the prob-
ability o does not depend on the structure of the industry, the actual
rate of entry does: the higher the degree of industry concentration and
the lower the number of available techniques, the smaller the chances
that a selected new firm can effectively enter the industry.

The total number of consumers in the three countries changes over
time, due to causes not explicitly modelled such as technology adop-
tion and product diffusion. In particular, the number of consumers fol-
lows the logistic growth path:

D ylest
| i
X = T o
O+ gl(es — 1) ©

where @>( is the carrying capacity, )((l) is the initial number of con-

sumers in country ; and g is the growth rate. To economize on para-

*In this version of the model we abstract from the role of exchange rates in
determining prices. In our reference case studies competitiveness related to
exchange rates play a relatively minor role in shaping the overall catch-up
dynamics. The analysis of the role of exchange rates in favouring and/or altering
catch-up is left for future research.

5 The assumption that firms are able to observe # while fixing the price is a
simplification. In a more realistic setting one should assume that firms obtain
an estimate of # after repeated trials and errors. However, modelling such a
trail-and-error dynamic process would add substantial complication and little
insight.

meters we assume that the initial number of consumers in latecomers
is always smaller than the initial number of consumers in the incum-
bent and the relative size is fixed (i.e., yf = y and yf = x5 = x,/2
). We run some simulations and checked that the results are robust to
changes in the relative size.

3.5. Innovation activities

Firms invest the profit earned in the previous period in two dis-
tinct accounts: an R&D account, R #1» Which is used to finance inno-
vation activities; and an export account, E r.1» which is used to finance
exports, i.e., to cover the sunk cost ¢g. Firms invest a fixed fraction
7 € [0, 1] of their profit in R ;, while the remaining part | — 7 is ac-
cumulated in E ¢ ;. This fraction is the same across all firms and does
not vary over time. Once E; is sufficiently large to cover g, firms
gain access to one of the foreign markets. Firms start by serving the
foreign market that, in the given period, has the greatest number of
consumers. From that period onward the export account is set to zero
and firms start to accumulate new resources to gain access to the other
foreign market.

Innovation activities consist of searching procedures within the
technology landscape. Every period, firms can extract a number of
new techniques. The number of tries available is floor (R,,/cg),

where ¢,>0 is the unit cost of search. Once a new technique is found,
it is allocated a patent and no other firm can use it. If more than one
new technique is found in the same period, firms adopt the one with
the highest merit.

Although the technology space is common to all countries, the
searching process is not. In particular, there exists a country-specific
‘information effect’ that determines the pace and direction of search-
ing. Firms that have the opportunity to innovate within paradigm p
(i.e. using the p-th generation technology) do not know their actual po-
sition in the technology space and randomly search over the support
[¢5-1:¢4]> where &j,_ and ¢, are the technological frontiers of the pre-
vious and present paradigm respectively. If no firm in the country has
picked any of the techniques included between {;_; and ¢, (i.e. the
searching firm is a pioneer), the search is driven by a uniform distribu-
tion. Once a new technique is found, however, all firms of that country
start searching using a Beta cumulative distribution the shape of which
changes depending on the quality of the new techniques discovered in
the country. The larger the latter’s average merit, the higher the proba-
bility that good techniques (i.e. techniques that are close to frontier ¢,
) are drawn. This endogenous change in the shape of the Beta cumula-
tive distribution means that the rate at which the technological frontier
is approached will differ across countries.

3.6. Discontinuities

Industry evolution is marked by technological discontinuities. At
certain periods, for reasons not explicitly modelled (e.g., innovations
taking place in other sectors of the economy), a new technology
emerges, which shifts the technological frontier rightwards. Firms
adopting the new technology can extract techniques with greater tech-
nical merit. Parameter y, € [0,1] measures the percentage shift
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in the technological frontier that occurs at period ¢ and it is thus a
proxy of the size of the discontinuity.®

The probability that the firm of a given country perceives the ex-
istence of the new technology depends on two components: individ-
ual capabilities (positively) and the country’s performance while using
the old technology (negatively). The first component operates at the
firm level and captures the role of learning by doing and absorptive ca-
pacity in favouring the understanding of new technologies (Cohen and
Levinthal, 1990). The second component operates at the country level
and captures the effects of technological complementarities and path
dependency in delaying the perception of the new technology (Perez
and Soete, 1988). Formally, we write the probability that firm f of
country g perceives the new technology as:

ko K
af,t - efl (1 - Amold,t) (10)
where m’o‘l it is the country’s market share using the old technology

and 1 €[0,1] is a parameter reflecting the strength of path depen-
dency. If a new entrant enters the industry once the new technology
has already been adopted by at least one firm in the country of origin,
the new entrant perceives the existence of the new technology with
probability one.

If a firm perceives the existence of the new technology, the choice
to adopt depends on two components: the expected gain in technical
merit; and the impact that the new technology has on the capabilities
accumulated within the old paradigm. In this setting, we consider a
competence-destroying discontinuity, which makes firms that use the
old technology relatively unfit to take advantage of the new one. In
particular, firm f will choose to adopt at time y whenever the follow-
ing inequality satisfies:

Qf,1<(1_¢)0f,x'7 (11

where ¢ € [0, 1] is the competence-destroying effect (the greater ¢,
the greater the capability loss if adopting) and 7 is the expected techni-
cal merit over the support [y, &,,,], With {7 and &, being the old

and new technological frontier.”
3.7. Learning

Firms are born with a set of heterogeneous capabilities. Capabili-
ties accumulate over time following a learning path that combines in-
creasing returns and long-run saturation. The latter, in particular, re-
flects the fact that, being developed within a given paradigm, capabil-
ities run into diminishing return as the innovative potential of a tech-
nology gets exhausted. At the same time, firms’ learning benefits from
systemic interactions with other firms, organizations and institutions,
especially when they belong to the same country. In particular, the
capabilities of firm f from country  evolve following the logistic
process:

6 After a technological discontinuity, the position of the new frontier is defined
as & =Cpq+w, - J, where §,, and {,,,, are the old and new frontier,
respectively.

7 In particular, we set F = T g+ ren)/2

—k
ef Oej/ett

Or;=

%
L+ 0" = 1) (12)

where 0, i.e., the firm’s initial capabilities, is a random draw from

a uniform distribution over the support [0,0% | with g¥ being the
max max

initial ~ capabilities  in

maximum  level of country k.,

0% is the average level of capa-
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bilities in country g at time 7, and y is a parameter that captures the
strength of country-level effect on learning.

4. The simulations runs

The above model does not allow for analytical, closed-form solu-
tions. Therefore, we rely on simulations to analyse its behaviour. We
proceed in two steps. First, we calibrate the model so as to generate
a stylized episode of successive catch-up, such as the one observed in
the mobile phone and memory chip industries (history-friendly runs).
Second, we carry out theory-driven counterfactual experiments. In
particular, we ask whether the identified patterns of catch-up could
have been different had some key parameters — as suggested by the
appreciative theory of catch-up cycles — taken alternative values.

It is important to notice that the dynamic patterns shown below are
emergent properties of the model. To eliminate across-runs variabil-
ity due to stochastic components we perform extensive Monte Carlo
analyses. Consequently, all results refer to across-run averages over
600 replications.

4.1. History-friendly runs

Our history-friendly simulations (for the parameterization see on-
line Appendix) portray a typical episode of industry evolution.

Country 4 enters the industry first and soon becomes the leader. Af-
ter 50 periods (one period is approximately one month) an embryonic
industry is born also in country B, which then becomes the follower.
Later, at period 150, firms of country ¢ also enter the industry. Firms
of all countries enjoy a symmetric advantage in serving their national
market, which gives to latecomers the opportunity to grow. At the
same time, firms of country B and ¢ face an initial capability gap with
respect to the incumbent. Moreover, the initial market size of country
B and ¢ is smaller than country 4: it achieves the same size only by
the end of the simulation. This makes industrial leadership difficult to
change. The industry lasts 300 periods, i.e. approximately 25 years.

Starting from this setting, two technological discontinuities arise,
one at period 100—i.e. after the entry of B — and the other at period
200—i.e., after the entry of . Initially, firms are born with a tech-
nology that allows searching over the first 40% of the landscape. At
period 100 a second-generation technology emerges, which makes it
possible to search 70% of the landscape (i.e. y,, = 30%). At period
200, then, a third-generation technology becomes available, which en-
able searching within the remaining 30% (i.e. y,,, = 30%). Under a
wide range of parameter settings, such discontinuities will open win-
dows of opportunities for latecomers. In our history-friendly simula-
tions we set parameters so as to generate a case of successive catch-up
where industrial leadership shifts first from the incumbent to one of
the latecomers, and then from this latecomer to another latecomer. To
facilitate the reader we report in the main text only a graphical repre-
sentation of results. Tables with the complete output of the simulations
and the related statistical tests are in the online Appendix.

Fig. 3 reports the evolution of the country market shares. Three
standard cycles with two instances of leadership change are generated.
Initially, A-firms control 100% of the market. Such monopoly persists
until period 50 when, following the entry of country B, A’s market
share quickly reduces by one fifth (from 100% to 80%). At period 100,
however, 4-firms still control more than 73% of the market.

The competitive structure of the industry changes when the sec-
ond-generation technology emerges, at period 100. Despite the high
capabilities, 4-firms adopt the new generation technology with some
delay (see Fig. 4), which gives to p-firms an advantage that trans-
lates into an increased market share. In less than 40 periods coun-
try B goes from 26% to nearly 60% market share, becoming the
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Fig. 3. Evolution of market shares in the history-friendly runs.
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Fig. 4. Technology adoption in the history-friendly runs.

new leader. Following the entry of country ¢, both 4 and B experi-
ence a reduction in market shares. Nevertheless, country B retains the
leadership. Between periods 151 and 200 B controls 59% of the mar-
ket (on average) while 4 only 34%. The difference is statistically sig-
nificant (p-value < 0.01).

The leadership of B, however, does not last for long. When the
third-generation technology emerges, a new change of industrial lead-
ership occurs. In this case C-firms face relatively low costs to adopt
the new technology compared to A-firms and B-firms. As a result,
they adopt early (see Fig. 4) and improve their market positions. In
few periods the market share of country ¢ goes from less than 12% to
nearly 30%: at around period 230 ¢ takes industrial leadership away
from B. During the last 50 periods ¢ firmly remains the leader coun-
try with 39% of market share (on average), followed by 4 with 33%.
In this case too, the difference is statistically significant (p < 0.01).

The impact of technological discontinuities on the evolution of
market shares raises some questions concerning the firm-level com-
petitive dynamics. Since discontinuities lead to successive changes of
industrial leadership among countries, it is interesting to investigate
whether a similar process also characterizes the competition among
firms. The latter is indeed a key feature of the historical episodes that
inspired our model (e.g. mobile phones).

Although our simulations make it difficult to track the behav-
iour of individual firms across runs, we can get some insights on
the firm-level competitive dynamics by looking at the probability of
firm leadership, which is computed by counting the average num-
ber of times a firm of a given country is the leader firm across runs.
Fig. 5 shows these results. While after the first discontinuity (periods
151-200) a p-firm is more likely to be the leader firm than an g-firm
(p-value < 0.01), after the second discontinuity (periods 251-300) the
highest chances are for a ¢-firm (p-value <0.05). Therefore, simi-
larly to the country-level competitive dynamics, also firm leadership
is likely to shift.

Overall, the history-friendly runs do a good job in reproducing a
stylized case of three standard catch-up cycles, with two instances of
leadership change. The latter occur both at firm level and at country
level. From the historical point of view the simulation closely repli-
cates the cases of mobile phones and memory chips, where a series
of technological discontinuities favored the cyclical shift of industrial
leadership among a few global players.
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Fig. 5. Firm-level competition dynamics in the history-friendly runs.

4.2. Sensitivity analysis

Before proceeding with counterfactual experiments, we check the
robustness of the history-friendly runs through sensitivity analysis.
The latter is based on a local exploration of parameters via Latin hy-
percube sampling (for more details see online Appendix). In selecting
the sample points we pay attention not to alter the parametric asym-
metries existing among countries, which are specific to the historical
episodes that we want to interpret (e.g. different initial size of the mar-
ket in the three countries). Moreover, we make sure that under all com-
binations of parameters the viability of the industry is preserved.

The results of the sensitivity analysis are encouraging. After hav-
ing sampled an enlarged portion of the parameter space, we are still
able to reproduce three standard cycles with two instances of leader-
ship change: first from country 4 to B, and then from B to ¢. This is
true both at the country level and at the firm level. These results sug-
gest that the history-friendly parameterization is robust, i.e. the out-
come does not depend on ad hoc parameter conditions.

4.3. Counterfactuals: theory-driven experiments
Once a set of robust history-friendly parameters is identified, we

check how the catch-up dynamics change when certain key para-
meters vary. In particular, we focus on parameters that Lee and
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Malerba (2016) identify as causal factors behind the emergence of
catch-up cycles.

We run four distinct experiments. First, we reduce the size of the
windows (y) associated with the discontinuities. Second, we reduce
both the strength of path dependency (A) and the size of capability
loss after adoption (¢). Third, we change the shape of the technology
landscape and compare one with increasing returns (as in the base-
line) with one with decreasing returns. Finally, we increase the aver-
age level of capabilities incumbent firms are endowed with at their
birth. In all cases we want to evaluate the extent to which such changes
alter the emerging catch-up dynamics among countries.

In all experiments we gradually vary the size of the related parame-
ters, taking the history-friendly calibration as the benchmark. In par-
ticular, we call p > 0 the experimental operator and compute the value
to be tested in experiments by multiplying the history-friendly value
by p. It follows that p represents a proxy of the parametric deviation
with respect to the baseline (where p = 1 corresponds to the baseline
value). To facilitate things for the reader and to make results compara-
ble across experiments, we refer to p as the value of parameters while
commenting on the results.

Experiment 1: changing the size of the windows. According to the
appreciative theory of catch-up cycles, the opening of windows of op-
portunity is a major driver of catch-up. If adequately exploited, such
windows allow latecomers to improve their competitiveness and gain
market shares. Obviously, this view implies that, whenever these win-
dows are absent or too small, catch-up is less likely to occur.

To test this prediction we run a set of simulations where we change
the value of parameters Yoo and Wyqp, i.e., the size of the windows
opening at period 100 and 200. We start by considering a setting
where no window opens at all (o, = W,y = 0). Then, we gradually
increase the size of both windows. All the other parameters are left un-
changed.

Our main result can be summarized as follow:

Result 1: In the presence of technological discontinuities, the
larger the windows of opportunity (i.e. the more disruptive the discon-
tinuities), the greater the chances that a technology-driven change of
industrial leadership occurs.

Fig. 6 provides preliminary evidence in support of Result 1. The
graphs show the evolution of the country market shares for different
size of the windows. When the windows are absent (panel ) or too
small (panel II), the leader country is always 4. In both scenarios suc-
cessful entry takes place and latecomers (especially country B) can
gain significant shares of the market. However, no change of indus-
trial leadership occurs and the dynamics converge towards an aborted
catch-up. The result is different for a larger size of the windows (pan-
els IIT and 1V), when latecomers enjoy greater advantages from early
adoption. This leads country B to take industrial leadership away from
A and makes it possible for ¢ to close the gap with the other two coun-
tries.

Fig. 7 provides a systematic test of the role played by the size
of the windows. Starting from p = 0.025 we repeatedly double its
value up to p = 0.8. For each value of p we plot the countries’ aver-
age market shares for 151 < ¢ <200 and 251 <t < 300, i.e., the time
intervals during which we observe a leadership change in the his-
tory-friendly runs (see above). Both figures suggest that the larger the
size of the windows, the greater the market share of the catching-up
country and thus the more likely a change of industrial leadership.
In particular, during interval 151 <t <200 the market share of coun-
try B increases on average by 6%. Moreover, for p > 0.1 B’s market

share becomes the greatest (p-value<0.01).> In the interval
251 <t <300 the effect of an increase in the size of the windows is
even stronger in that it produces a 12% increase (on average) in the
market share of country . In this case ¢ becomes the leader country
only for p > 0.4 (p-value < 0.01).

Experiment 2: lock-in effect. The second experiment looks at the
role of technological lock-in. As noted above, one of the factors that
provided latecomers in the mobile phone and memory chip industry
with a better position to exploit the windows of opportunities com-
pared to incumbents was the latter’s difficulty in perceiving the dis-
continuities. This, together with the competence destroying effect of
the new technology, delayed the incumbent’s technological upgrad-
ing. Similar processes of technological lock-in played an important
role in other cases of catch-up (see Lee and Malerba, 2016).

To test the importance of technological lock-in, we run a set of
simulations where we gradually reduce both the strength of path de-
pendency (A) and the size of capability loss after adoption (¢b). All
other parameters are the same as in the history-friendly calibration.
We expect these changes to provide the incumbent with a better po-
sition to perceive and exploit the technological discontinuities. This
should, in turn, make a change of industrial leadership less likely to
occur.

In particular, we find that:

Result 2: In the presence of technological discontinuities, a suffi-
ciently high degree of technological lock-in is a necessary condition
for a technology-driven change of industrial leadership to occur.

In the first set of simulations we set p = 0.6 for both 4 and ¢, so
that , is reduced from 1 to 0.6 and ¢ from 0.9 to 0.54. Figs. 8 and
9 shows the evolution of the country market shares and rate of tech-
nology adoption for this parameterization. In line with our expecta-
tions, no change of industrial leadership occurs. Due to the reduced
path dependency and competence destruction, country 4 perceives
and adopts the new technologies faster than in the history-friendly
runs, especially after the first discontinuity (for a comparison see Fig.
4). For all periods the average market share of 4 remains higher than
that of both countries B and ¢ (p-value < 0.01). The overall cycle is
thus characterized by the persistent leadership of the incumbent.

Similarly to Experiment 1 we systematically vary the strength of
technological lock-in and explore the correspondent effect on the ag-
gregate catch-up dynamics. We start from p = 1 and reduce its value
by 0.1 until p = 0.6. Fig. 10 shows the results of these simulations.
There is a threshold on the value of lock-ins for which a change of
leadership occurs. Such threshold is different depending on the time
interval that we consider. In particular, if the strength of lock-ins is
too low (i.e. p < 0.8 for 151 < <200 and p < 0.9 for 251 <7 < 300
), then country 4’s average market share is always higher than B’s
market share (p-value < 0.01) and no change of leadership occurs. On
the contrary, if the strength of lock-ins is sufficiently high (i.e. p>0.8
and p>0.9), then industrial leadership shifts from 4 to g after the first
discontinuity (p-value <0.01) and from 4 to ¢ after the second dis-
continuity (p-value < 0.01). This result suggests that the existence of
positive degree of technological lock-ins is indeed a necessary condi-
tion for a technology-driven change of industrial leadership to occur.
When lock-in is weak (or even absent), the emergence of a disconti-
nuity is per se not sufficient to induce a change of leadership.

Experiment 3: shape of the technology landscape. The third ex-
periment tests the effect of a change in the shape of the technol-
ogy landscape. As previously noted, such a shape reflects certain as-

8 Tables with statistical tests for all experiments are available from the authors
upon request.
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Fig. 6. Evolution of market shares and size of the windows.
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Fig. 7. Average market shares and size of the windows.

sumptions about the nature of technical change. A concave landscape
is best suited to represent traditional industries because it implies the
existence of decreasing returns to technological investments. A con-
vex landscape, in contrast, is best suited to represent high-tech indus-
tries because it allows firms to gain a substantial advantage from inno-
vation. Since in the history-friendly calibration we took mobile phone
and memory chips as reference cases, we assumed a convex land-
scape. Now we check what happens when the shape of the technology
landscape changes.

We run two distinct sets of simulations. In the first one (Exper-
iment 3.1) we repeat Experiment 1 assuming that the technology

landscape is concave rather than convex. In particular, we set @, = 1
and g, = 3 (instead of @, = 3and g, = 1 as in the baseline) and test the
impact of different sizes of the windows. Our main result can be sum-
marized as follows:

Result 3: in the presence of technological discontinuities, a tech-
nology-driven change of industrial leadership is more likely to occur
in high-tech sectors than in traditional sectors.

Fig. 11 provides preliminary evidence in support of Result 3. It
shows the evolution of the country market shares in the presence of
a concave landscape and for a reduced size of the windows of oppor-
tunities (i.e. p = 0.4). The presence of decreasing returns to techno-
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Fig. 8. Evolution of market shares and reduced degree of lock-in.

logical investments generates much smoother catch-up dynamics
compared to the baseline (for a comparison see Fig. 6, panel IV). Af-
ter the first discontinuity, country B takes more than 50 periods to
achieve the same market share as 4. Eventually, it obtains industrial
leadership but the distance from 4 remains limited. As the second dis-
continuity opens, country ¢ is also able to increase its market share,
although this time no change of industrial leadership occurs. Overall,
the dynamics converges towards a regime of substantial co-existence
among the three countries.

Fig. 12 presents a deeper investigation of the relationship between
the shape of the landscape and the possibility of a technology-driven
change of industrial leadership. The comparison with the results ob-
tained above (Fig. 7) suggests that in presence of a concave landscape
a change of industrial leadership occurs for relatively larger windows.
In particular, while in the baseline setting a change of leadership in
interval 151 < <200 occurs for p>0.05, when the landscape is con-
cave it occurs only for p>0.4 (p-value < 0.01). A similar result holds
for 251 <t <300. This suggests that, everything else being equal, a
technology-based window of opportunities is more likely to generate a
change of industrial leadership in high-tech sectors than in traditional
sectors.

To provide additional evidence in support of Result 3 we compute,
for every size of the windows, the difference between the average mar-
ket shares of countries B and ¢ in the two landscape conditions. Re-
sults are reported in Table 1. In the presence of technological discon-
tinuities (i.e. p>0), a concave landscape significantly reduces the av-
erage market share of the catching-up country (except when p>0.4 for
251 <t < 300). Moreover, when technological discontinuities are ab-
sent (i.e. p = 0), the presence of a concave landscape improves (or at
least it does not worsen) the performance of the catching-up country.
In particular, for 151 < ¢ < 200 a concave landscape allows country B
to obtain a higher market share than the one obtained in presence of a
convex landscape. No significant result obtains instead for country C.
Altogether these results suggest that, although technological disconti-
nuities can indeed be less effective as triggers of catching-up in tradi-
tional sectors, these sectors can be relatively favourable environments
for latecomers when discontinuities are absent (or at least small).

The evidence derived from Experiment 3.1 suggests the possibil-
ity that the size of the windows and the shape of technology land-
scape exhibit some degree of complementarity: the larger the size of
the windows and the stronger increasing returns (i.e. the more convex
the technology landscape), the greater the shake-up of market shares

between incumbents and latecomers, and therefore the more likely that
the leadership shifts. To test this prediction we run another set of sim-
ulations (Experiment 3.2) where we simultaneously vary both the size
of the windows and the shape of the technology landscape. We obtain
the following result:

Result 4: in the presence of technological discontinuities, the
larger the windows of opportunity and the stronger increasing re-
turns, the greater the chances that a technology-driven change of in-
dustrial leadership occurs.

Fig. 13 reports the country average market shares for
151 <1 <200 and 251 <t < 300 when both the size of the windows
and the strength of increasing return are gradually varied.” In line with
our prediction, the market share of latecomers tends to increase with
positive changes in p. In particular, for 151 <7 <200 a 10% increase
in both size of the windows and strength of increasing returns pro-
duces an average increase of 1.8% in country B’s market share — no-
tice that by varying only the size of the windows while keeping in-
creasing returns at their baseline value B’s market share increases only
by 0.7% (the difference is statistically significant, p-value < 0.01). For
251 <t <300 the effect is weaker as the average increase in the mar-
ket share of country ¢ is only about the 0.8%. However, there is
a threshold value at p = 0.7 beyond which the relationship becomes
stronger. For p>0.7 a 10% increase in both size of the windows and
strength of increasing returns produces an average increase of 1.6% in
the market share of ¢. Such value is significantly greater than the one
obtained when varying the size of the windows alone (p-value < 0.01).
These results suggest that a positive complementarity exists between
the size of the windows and the strength of increasing returns.

Experiment 4: Incumbent’s capabilities. In the fourth and last ex-
periment we explore the role of firm’s capabilities. The appreciative
theory of the catch-up cycles sees capabilities as a major driver of
firm’s competitiveness. The larger the capabilities, the more firms are
able to seize the opportunities available in the surrounding environ-
ment and the better their performance. In this sense capabilities can
play a role both as entry barriers that favour incumbents and as drivers
of catch-up for latecomers. In the present article we focus on incum-
bent capabilities, leaving the analysis of latecomer capabilities for fu-
ture research.

To test the role of incumbent capabilities we run a set of simula-
tions where we increase the maximum level of capabilities A-firms
can be endowed with at their birth (i.e. p>0.7). Compared to our his-
tory-friendly runs this amounts to assuming that on average firms of
the incumbent country enjoy a favourable capabilities gap with respect
to latecomers, which can be due, for instance, to a more effective na-
tional system of innovation. The main result of this experiment can be
summarized as follows:

Result 5: in the presence of technological discontinuities, the bet-
ter the incumbent’s initial capabilities, the lower the chances for late-
comers to achieve and retain industrial leadership.

Figs. 14 and 15 shows the evolution of country market shares and
rates of technology adoption when the value of efn - is increased by

one half (i.e. p = 1.5). Unlike in the baseline case, only one change
of industrial leadership occurs. After the second discontinuity, in fact,
the improved level of initial capabilities allows country 4 to adopt
early and eventually regain industrial leadership. The overall dynam-
ics exhibit a return of the old leader where the incumbent first

® To reduce the strength of increasing returns to technological investments, we
reduce @, while keeping constant §, = 1.
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Fig. 9. Technology adoption and reduced degree of lock-in.
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Fig. 11. Evolution of market shares and size of the windows in traditional sectors.

loses leadership to one of the latecomers and then comes back again
as the leader country.

Fig. 16 shows the results for gradual changes in the value of p
. There is a positive relationship between the incumbent’s initial ca-
pabilities and its average market share. For 151 <7 <200 a 20% in-
crease in country 4’s initial capabilities produces, on average, a 3%
increase in its market share. In this case, however, such an increase is

never sufficient to prevent country B from taking over the leadership
(p-value < 0.01). For 251 <r < 300 the effect is even stronger: a 20%
increase in initial capabilities allows country 4 to increase its market
share by 6% (on average) and when p>1.2 4 gets industrial leadership
back (p-value <0.01). Therefore, as 4’s initial capabilities increase,
it becomes more difficult for latecomers to achieve and retain leader-
ship.

5. Discussion and concluding remarks

Inspired by the case studies of successive catch-up cycles in mobile
phones and memory chips, this article has developed a history-friendly
model to study how and why industrial leadership changes cyclically,
what gives latecomers an opportunity to catch up and then take over
industrial leadership from incumbents, and why such new incumbents
often fail to maintain their leadership relative to subsequent latecom-
ers.

The model has been able to generate the benchmark scenario of
three standard cycles with two leadership changes when disruptive
new technologies emerge. The simulation analysis with (counter-fac-
tual) experiments has shown that the more disruptive is the new tech-
nology, the greater is the shake-up of market shares between the in-
cumbents and latecomers. In our model, a more disruptive technol-
ogy is captured by a large shift of the technological frontier. The
model also shows that a leadership change is more likely to oc-
cur when it coincides with particular types of response by
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Fig. 12. Average market shares and size of the windows in traditional sectors.

Table 1
Shape of technology landscape and performance of catch-up countries.

B (151-200) C (251-300)

Avg. Se. Avg. Se.
p=0 0.067*** 0.009 —0.002 0.002
p=0.025 —0.051*** 0.008 —0.049%** 0.005
p=0.05 —0.053*** 0.008 —0.050%** 0.005
p=0.1 —0.084%** 0.009 —0.044%** 0.006
p=02 —0.088*** 0.010 —0.048*** 0.008
p=04 —0.113%** 0.012 —0.013 0.011
p=028 —0.109%** 0.015 0.013 0.013

Note: for each country the results refer to the difference between the country’s average
market share in presence of a concave landscape and the country’s average market share
in presence of a convex landscape.

the actors, such as a high lock-in behaviour on the part of incumbents.
The possibility of leadership change is also offered by the combina-
tion of large discontinuities with increasing returns to technological
investments, which implies that in high-tech sectors technology-based
windows are more effective drivers of catch-up and leadership change
than in traditional sectors. All of these results are consistent with the
appreciative theory of catch-up cycles.

In addition, depending on the size of the windows, the degree of
lock-in, the shape of technological landscape, and the incumbent ca-
pabilities, the model has been able to propose and explain different

(1) 151=¢<200

5 5 7 8 H 1
increasing returns & size of the window (rho)

Alavg) —*— Blav.g) —*— C(av.g)

catch-up dynamics. In particular, five distinct types of catch-up cy-
cles have been generated. First, three standard cycles with clear lead-
ership changes, which are our benchmark cases of mobile phones and
semiconductors. Second, an aborted cycle of catch-up with only a lim-
ited rise in the market shares of latecomers, which is the most com-
mon pattern among late entrants: in our model such a case is associ-
ated with windows of limited size, which do not allow the latecom-
ers to gain momentum and reach the leaders (see in particular Panel
II of Fig. 6). Third, a case of persistent leadership where the incum-
bent maintains the leadership. This can be related to the case of the
Japanese firms Canon in the camera industry (Kang and Song, 2016)
or the Korean firm Samsung in memory chips. (Shin, 2016). In our
model, the persistence of leadership is given by the presence of rel-
atively low technological lock-in so that incumbents respond rapidly
to the discontinuities (see Fig. 8). Fourth, a return of the old leader-
ship, which corresponds to the case of wine in the 2000s (Morrison
and Rabellotti, 2016). In our model the return of the old leader results
from an increase in the incumbent capabilities, which can be associ-
ated with the strengthening of national systems of innovation (see Fig.
14). Finally, a coexistence of leadership between latecomers and in-
cumbents, which is also represented by the case of wine (Morrison and
Rabellotti, 2016). In our model, coexistence is obtained by combining
a concave technical landscape (that introduces decreasing returns to
technological investments) with discontinuities of relatively small size
(see Fig. 11).

(1) 251<¢ =300
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Fig. 13. Average market shares, shape of the landscape and size of the windows.
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Fig. 14. Evolution of market shares and incumbent capabilities.

Overall, this article contributes to the literature on development,
catch-up and innovation. In particular, it sheds light on technology-re-
lated aspects of late industrialization that contrast sharply with the
aspects that have been the main focus of several previous studies.
Instead of concentrating on the initial entry into industries that are
new to the latecomer economy, the article explores the
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long-term path of subsequent developments of industries over several
decades. During this long period these latecomer industries may, or
may not, forge ahead to join, or eventually overtake, the global in-
dustry leaders. Although initial entry in new industries is indeed im-
portant for the dynamism of the economy, the real impact on growth
and structural change of latecomer countries often comes from those
industries that over several decades move beyond the early start-up
phase and are able to forge ahead in later stages of catch-up. Thus
a key contribution of the article is to provide new insights on those
technological and capability factors that favour (or limit) the transition
from an initial start-up to the forging ahead stage and that eventually
lead to the repetition of this cycle again during the subsequent evolu-
tion of an industry.

Obviously, the study can be improved in several ways, opening
avenues for future research. While this article has focused on win-
dows of opportunity that are associated with technological disconti-
nuities, future research may incorporate other types of window such
as demand or institutional change and government intervention. Sim-
ilarly, additional responses by latecomers, such as stage-skipping or
path-creating strategies, can be considered. Another route is to make
the technological windows responsive to the efforts of either the late-
comers or the incumbents. As discussed above, in the cases of mo-
bile phones and memory chips technological discontinuities emerged
either as a consequence of institutional change and government inter-
ventions or as the result of innovation activities undertaken in other
sectors of the economy. However, in other contexts incumbents and/
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Fig. 15. Technology adoption and incumbent’s capabilities.
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or latecomers may have an active role in the creation of the disconti-
nuity. This may have an impact on the overall catch-up dynamics.
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