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Advanced and emerging economies are becoming more interdependent with rapid pace of
globalization of capital markets and technological innovations in recent years. We examine
whether technology and monetary policy shocks get transmitted between advanced and
emerging market economies and to what extent they generate complementary or compet-
itive effects. Given the globally integrated nature of capital markets, we uncover a trans-
mission mechanism by which technology and policy shocks in advanced and emerging
countries spill over between them through the capital flow channel. We mainly investigate
whether analysis from a SVAR model by econometricians provides empirically similar con-
clusions to those from a macroeconomic theory-based DSGE model in measuring the
impact of demand-side policy and technology shocks. We fit our VAR models to the same
time series data used to calibrate and estimate the DSGE model. We conclude that mone-
tary and fiscal policy shocks are competitive between the US (advanced economy) and
India (emerging market), while domestic and global technology shocks or the exchange
rate shocks have complementary effects. Intuitively, technology enhances productivity in
both countries, while policy shocks tend to drive capital to a country with higher rate of
return. Thus policy shocks in advanced countries could have unintended effects in terms
of capital inflows to emerging economies and hence greater coordination of policies can
help limit adverse cross-border spillovers.

� 2020 Elsevier Ltd. All rights reserved.
1. Introduction

Growing bilateral and multilateral cooperation is making advanced and emerging economies more interdependent. Both
demand and supply sides of emerging or developing countries are affected when advanced countries change their fiscal,
monetary and trade policies. The major economies are also influenced by policies adopted in emerging or developing coun-
tries. While the financial variables in emerging economies are sensitive to the real interest rate, stock prices and real
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exchange rates in advanced economies, macroeconomic conditions in emerging countries have significant effects in major
economies (Aizenman et al., 2016). The financial meltdown of September 2008 and the prolonged recession that followed
in the EU and US raised concerns on the adverse impacts of non-cooperation and the need for macroeconomic policy coor-
dination on bilateral and multilateral basis (Bernanke, 2020; Ascari et al., 2017; Mishkin, 2017). Cooperative mechanisms
require evaluation of likely scenarios in order to illustrate the degree of interactions and interdependence in the global econ-
omy (Haskel and Westlake, 2018; Weale and Wieladek, 2016). Central bank cooperation is worth pursuing to mitigate global
uncertainty even though the apparent welfare gains are not very large (Ostry and Ghosh, 2016).

Following the global financial crisis of 2008–09, bond markets have been highly volatile reflecting uncertainty about the
conduct of monetary policy or the fragility of leveraged financial institutions. Such financial market implications of monetary
policy were given limited attention in modern macroeconomics (Stiglitz, 2018). As the policy rate in advanced countries
stays near zero, interest rate expectations and long-term interest rates remain low, thus making investment in emerging
market dollar-denominated bonds more attractive. In particular, global capital flows turned towards the emerging markets,
and the volatility of these flows raised concerns about the need for macroeconomic policy coordination. Recent episodes of
financial turmoil have highlighted the need to understand how external shocks are propagated in emerging economies since
these economies face additional vulnerabilities in the form of imperfect access to capital markets and fragile financial sec-
tors. Furthermore, technological innovations after the Internet and information revolution have been very fast and spreading
very quickly from advanced to emerging economies.

While the share of advanced economies in the global nominal GDP fell from 76% in 1980 to 60% in 2018, the share of
emerging and developing economies increased from 24% to 40% during the same period (see Fig. 1 below). From Fig. 9 in
Appendix A, it is clear that the global share of advanced economies fell even more sharply (Panel (a)) but for emerging econo-
mies the share rose steeply (Panel (b)). These figures further illustrate the increasing interdependence and interactions
between developed and emerging market economies in the context of the global financial crisis. Analysing the business cycle
movements and interactions among them requires models with a global approach, that we intend to pursue in this study.

One main objective of this paper is to build a small scale global economy model to measure the impacts of technological
and policy shocks in the midst of international financial frictions, with the possibility of international risk sharing. We take
the US as a representative country for the advanced economies and India to represent the emerging economies. India is now
the 5th largest economy in the world, according to the IMF. There is evidence of up to 46% spillover to the growth of the US
coming from other economies, and 33% of India’s growth spillover occurs mainly from advanced countries, particularly the
US (Table 5 in Appendix B). Given this significant spillover, potential gains can be expected from policy coordination between
India and the US. From the early 1990s, high growth rates in India were accompanied by a significant wave of trade and
financial liberalization, with export promotion involving skill-intensive sectors. Given the stage of development of India’s
financial and trade openness, this implies that the policymakers, in their quest for price and financial stability, face signif-
icant challenges to ensure stable monetary conditions in response to external shocks, and to realise India’s current ambition
for becoming a five trillion dollar economy by 2025. This, in turn, requires careful investigation of the spillover effects that
contribute to the propagation of economic shocks hitting the economy.

In this paper we also aim to make methodological and empirical contributions to the existing literature by producing
results with two popular macroeconomic models, (1) a prototypical structural model, i.e., a dynamic stochastic general equi-
librium (DSGE) model, and (2) an empirical multivariate vector autoregressive model (VAR). Methodological contribution
comes from our integration of VAR analysis to the DSGE analysis by combining the flexibility of the VAR and the rich
cross-equations restrictions of the DSGE model. Then empirically to assess interdependence, using the same quarterly time
series dataset of the US and India, we estimate and compare the impulse responses as well as the uncertainty surrounding
them from the VAR to the DSGE model for these two economies. We aim to illustrate acceptable empirical fit for the set of
key macro-variables and generate their reliable moments for future policy analysis. Our finding is that a well-specified SVAR
model and the estimated DSGE model lead to similar conclusions on assessment of spillover effects among these economies.

The evaluation of the two models is qualitative: it is intended to examine whether the dynamics of the model and the
data are broadly consistent, or whether a particular structural DSGE model is able to mimic the dynamic properties captured
by the VAR model. The difficulty in identifying structural disturbances using data-coherent VARs is always subject to numer-
ous debates in the literature and the VAR models can typically perform poorly at predicting population moments because of
over-parameterization. DSGE models, on the other hand, are tightly parameterized, and, despite their negative trade-off
between theoretical consistency and data coherence in macroeconomic modelling, these models can provide a unique iden-
tification mapping between economic shocks and tight cross-equation restrictions.1

While there is a substantial body of literature devoted to understanding the business cycle dynamics and policy transmis-
sion between developed economies, research focusing on the interdependence between emerging and developed economies
is relatively sparse.2 In addition, our main modelling contributions lie in the use of a variant of uncovered interest rate parity
1 A growing number of criticisms has been leveled against DSGE models (and much more severely against VARs and their identifiability). The concerns of
prevailing approaches to macroeconomic modelling are now driving research into more flexible Agent-Based (AB) models to connect the real and financial sides
of the economy (Caiani et al., 2016). However, VAR and DSGE models are still very popular in analysing macroeconomic interactions (Blanchard et al., 2017).

2 We acknowledge that estimation of global VAR (GVAR) models has been popular to construct a multi-country framework to assess the dynamic movement
of key economic variables in response to simultaneous shocks. These models can account for interaction between a large number/groups of countries and
capture many potential inter-country linkages.
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Fig. 1. Shares of Advanced and Emerging Economies in the Global Nominal GDP (1980–2018). Note: The y-axis shows percentage share. The x-axis shows
years. Data source: the IMF.
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(UIP) in the two-country framework of Lubik and Schorfheide (2005). We extend the framework where the domestic economy
faces a shock to the country’s external risk premium, and undertake an empirical VAR imposing sign restrictions for shock iden-
tification that provide explicit ways to interpret spillover effects.3 This paper is, to the best of our knowledge, the first to simul-
taneously estimate a two-country structural model and an empirical model comprising an emerging and a developed economy.
Economists often use VAR and DSGE models separately to identify economic shocks and answer policy questions but our inter-
est here is to assess to what extent results of these two models are comparable in assessing the impacts of policy and technology
shocks between these economies.

In this paper we examine each model uncovering a number of interesting results from the analysis. Our impulse response
and variance decomposition estimation results are similar in the traditional VAR and estimated DSGE models. Based on the
comparable results from the VAR and DSGE models, monetary and fiscal policy shocks are found to be competitive between
the US (advanced economy) and India (emerging market), while domestic and global technology shocks or the exchange rate
shocks have complementary effects. We have quantified the extent of complementary and competitive spillover effects of
technology (TFP) and monetary policy shocks respectively between these two countries. Intuitively, technology enhances
productivity in both countries, while policy shocks tend to drive capital to a country with higher rate of return. Thus policy
shocks in advanced countries could have unintended effects in terms of capital inflows to emerging economies. Proper quan-
tification of such positive or complementary effects and negative or competitive effects can help determine appropriate
actions for policy coordination. Such coordination can enhance economic growth and macroeconomic stability in both
countries.4

The rest of the paper proceeds as follows. Section 2 provides a VAR model specification and discusses its various identi-
fication schemes. We then describe the specification of the two-country global economy DSGE model with a risk premium in
the interest rate in Section 3 and Appendix C. Our estimation results of the DSGE model and the SVAR are analysed in greater
detail in Section 4. Conclusions of the study are in Section 5.
2. A two-country VAR model to assess shock spillovers

Growth spillovers occur in the global economy. For instance, about 46% of growth in the US are due to external factors
compared with 33% for India. External factors are more important for all major countries ranging from 46% for Japan to
67% for France. The global spillover index measures the degree of spillover effect to a particular country from various econo-
mies in the world (Diebold and Yilmaz, 2009; Stock and Watson, 2011). These spillover effects can vary from time to time
(Taylor, 1993; Nordhaus et al., 1994) (Table 5 in Appendix B provides a summary of these effects).
3 The UIP assumption is also motivated by the stylized facts reported in Banerjee and Basu (2019) which reveal statistically significant correlation between
interest rate differential (between RBI Repo rate and Federal Fund’s rate) and home currency depreciation for both raw data and data filtered for the business
cycle component.

4 There are several papers that have also evaluated the need for policy coordination between countries (see, among others, Adam et al., 2012 and Bucci et al.,
2019). In the early literature, a case was made for coordinating monetary policy reactions across major economies (Adam et al., 2012; Barrell et al., 2003).
Among advanced economies, greater policy coordination with the US occurred in the aftermath of the recent global financial crisis (2008–12) which led to rise
in the connectedness of interest rates in the advanced economies (Rohit and Dash, 2019; Chang, 1997; Borio and Disyatat, 2010; Bullard and Singh, 2008). Such
coordination however is yet to happen between emerging and advanced economies which can offset the competitive effect that we have observed in our model.
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In this context considering a two-country VAR model for the US and India, we reinforce between them the transfer of
advanced technologies via FDI and trade. In general, a VAR(1) for endogenous variables Yt can be represented as
5 We
decomp
enter it
policy r

6 In a
VAR mo
implem
perform
improv

7 The
studied
Yt ¼ B�1C0 þ B�1C1Yt�1 þ B�1et
The reduced form of this VAR system is then given by
Yt ¼ B0 þ B1Yt�1 þ et
where B0 ¼ B�1C0;B1 ¼ B�1C1; et ¼ B�1et . We use seven macroeconomic time series for this model as in the DSGE formulation
in the next section. Namely, the observables are growth rates, inflation and interest rates in India and the US and
the change in the real exchange rate of Indian Rupee against the US dollar, from 1981:1 to 2014:4, so
Yt ¼ gus;t ;pus;t ; rus;t ; gind;t ;pind;t ; rind;t ; exrsd;t

� �
.

We impose structural restrictions for identification of the model. Thus the reduced-form errors and structural errors can
be written as an identification system where the reduced-form residuals are mapped to structural shocks. The shock process
et is then said to be fundamental for Yt , with current and past values of the et process. An impulse response function (IRF)
associated with an infinite order VAR is by construction a Wold representation describing the VAR-based IRFs. In the VAR
literature, there are many different identification strategies that impose enough restrictions to identify the shocks in the
VAR. We start with the typical and simple way of achieving this which is to orthogonalize the covariance matrix of the
VAR residuals using a Cholesky decomposition or a type of recursive identification system.5 Obviously, because of the simplic-
ity of this method, the identification restrictions imposed regarding the rotation matrix can be inconsistent with the complex
structure of DSGE models. To make them comparable and as a robustness check to our main result, we also fit a VAR to the DSGE
model generated data and apply the simple Cholesky scheme. We report all the IRF results together in Sections 4.2–4.4.

More identification strategies use a non-recursive approach of Gordon and Leeper (1994) and Sims and Zha (2005), and a
combination of contemporaneous and long-run restrictions on impulse responses as introduced by Blanchard and Quah
(1993) and Gali (1992). Canova and Nicolo (2002) and Uhlig (2005) implement sign restrictions to identify structural shocks
in VARs. A prerequisite for matching/comparing impulse responses is that the identification restrictions imposed on the VAR
are consistent and compatible with the theoretical model (e.g., DSGE models).6 We acknowledge that how identifying VARs in
a way that is consistent with the DSGE model is, in theory, far from straightforward, because the identification of structural
shocks can be subject to nonfundatmentalness.7 More recent literature stresses this, as econometricians are often only inter-
ested in recovering the IRFs for one or a subset of particular shocks from a structural model. In this paper, we address our
research question by focusing on the effects of the technology and monetary policy shocks, identifying our SVAR by using
the sign restriction approach, comparing the results with an estimated DSGE model and another fitted VAR with the Cholesky
scheme to a DSGE-generated sample.

Unlike the traditional VAR approach, in order to completely identify the system with the international linkages in a VAR,
we follow Uhlig (2005) which proposes imposing sign restrictions on the IRFs. We use the reduced-form of the above VAR
model of order p with the following standard representation
Yt ¼ B Lð ÞYt�1 þ ut
where B Lð Þ is now a lag polynomial of order p and the covariance matrix of the vector of reduced-form residuals ut is denoted
as R.

Uhlig (2005)’s identification method searches over the space of possible impulse vectors, Aiei, to find those impulse
responses that agree with standard theory. We undertake the sign-VAR approach with sign restrictions in order to identify
the two shocks. The aim is to identify an impulse vector, a, where a 2 Rn, if there is somematrix A, such that AA0 ¼ R of n by n
dimension, where A ¼ a1; . . . ; an½ �, so that a is a column vector of A. As a result, a is an impulse vector if and only if there is an
n-dimensional vector a of unit length so that a ¼ A0a and, hence,
R ¼ AA0 ¼
Xn

i¼1

aia0i
Once the impulse vector a has been appropriated, the impulse response is calculated as
first adopt a simple identification strategy, which is based on a timing convention for policy implementation and is satisfied by a Cholesky
osition with the interest rate ordered first (Christiano et al., 2005). For instance, for the policy rate shock: if the policymaker observes the variables that
s Taylor rule (inflation and the output growth) after a lag, the contemporaneous shocks to the other variables in the VAR would not affect the current
ate, and therefore the non-interest rate elements in one row of B1 must be set equal to zero.
ddition, a section of our WP paper (not reported here) compares two different versions of Bayesian VAR (BVAR) developed by Doan et al. (1984). The
del is compared to the DSGE model with BVARs estimated under Minnesota-type prior distributions where the prior over the parameters of a VAR(p) is
ented based on observations that take into account the degree of persistence and cointegration of the variables. We find that the forecasting
ance measured by RMSEs from our estimated VAR is comparable with that of the BVAR, whereas the latter model uses prior information that may
e the in-sample fit of the VAR.
issue of invertibility or fundamentalness (i.e., how informationally sufficient SVARs can validate DSGE models) has been extensively reviewed and
in Forni et al. (2016) and Beaudry et al. (2016).
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ea kð Þ ¼
Xn
i¼1

aiei kð Þ
where ei kð Þ 2 Rn is the vector response at horizon k to the ith shock in a Cholesky decomposition of R (Uhlig, 2005). This way,
we obtain a range of impulse responses that are compatible with the sign restrictions.

The following sign restrictions can help us establish the linkage between the two countries and identify the shocks (see
Table 1 below). Four restrictions are imposed to identify a technology shock – an increase in the US growth rate, a reduction
in inflation and interest rates, and an increase in India’s growth rate through the trade and investment channels. We also
jointly identify a monetary policy shock, by imposing another four restrictions that an increase in US interest rate could
lower growth rate and inflation, but it could give rise to a similar increase in Indian interest rate. The contradictory signs
between the two shocks on the GDP growth rate and the interest rate will correctly identify both of these shocks. In terms
of linkage between the two countries, we rely on the assumption that an increase in the US growth rate and the US interest
rate will have similar increase in the foreign country, given the integrated nature of trade and capital flows.

These restrictions seem reasonable in the light of the observed pattern in the data (Mallick et al., 2017). As growth rate
increases due to a technology shock, inflation could decline leading to lower interest rate in the home country, while a tech-
nology shock in the home country could increase demand for foreign goods and thus higher output growth in the foreign
country. But we do not pre-judge the inflation and interest rate outcomes in the foreign country, as we would like this to
be revealed from the impulse response functions. Also exchange rate changes can either exhibit depreciation or appreciation.
The restrictions imposed can help derive the respective impulse vectors, which are defined as innovations to the VAR system
in response to a unit shock in each disturbance. We keep those impulse vectors whose impulse response functions satisfy the
sign restrictions and discard the others.

Higher interest rate in India raises the cost of capital and lowers growth rate there but does not have significant impact on
inflation. This problem is further deteriorated because of Rupee appreciation which leads to greater competitiveness of the
US economy. Expansion in the US production raises interest rates but has no significant impact on inflation. These estima-
tions imply that capital markets are more integrated than the goods markets. Higher interest rate in India raises the interest
rate in the US.

How do these impulse responses to technology and monetary shocks from the empirical VAR model compare to the struc-
tural shocks in the DSGE model? We complement our econometric model based analysis to a two-country structural DSGE
model for the US and India in the next section. In what follows, we first provide some references within the macroeconomic
literature that have focused on studying policy coordination, before we also briefly review the literature on open economy
DSGE models.
3. A two-country DSGE model for the global economy

The literature on open economy models dates back to the late 1960’s and 70’s (Kumar, 1969; Cooper, 1969 and Hamada,
1976), examining policy formulation with the inclusion of international capital movements in a two-country framework,
which can increase interdependence between countries through policy coordination. More recent studies of policy coordi-
nation include Barrell et al. (2003), Adam et al. (2012), Bucci et al. (2019), Rohit and Dash (2019), Davoine and Molnar
(2020) and Devereux et al. (2020), and mainly focus on advanced economies. Adam et al. (2012) and Barrell et al. (2003) both
discuss cases for coordinating monetary policy across major economies, while the former conduct a comparative analysis on
the evolution of international coordination across different policy phases since the beginning of the Bretton Woods system,
the latter results are based on stochastic simulations of different regimes using an econometric model. The policy discussions
focusing on regional coordination in Bucci et al. (2019) are based on the causal relationship between the degree of financial
crisis contagion and macroeconomic activities examined in a spatial framework. Davoine and Molnar (2020) show how
capital-skill complementarity can lead to large spillovers, and that particularly the fiscal policy spillover can be large when
monetary policy is close to hitting the zero lower bound constraint. By treating a calibrated DSGE model as the data gener-
ating process, Devereux et al. (2020) conduct optimal policy analysis for financially integrated economies using an identified
SVAR and show how financial integration can raise welfare under coordination.
3.1. The baseline and open economy models

Let us consider a global economy consisting of home and foreign countries, indexed by k ¼ H; F. In each country there is a
representative household that works, earns income, consumes and accumulates assets. There are firms that produce differ-
entiated goods and supply to home and foreign markets. Each country has a government that provides public services col-
lecting revenue from taxes and a central bank that decides on the interest rate following a Taylor rule. Households purchase
home and foreign bonds and pay a risk premium to protect themselves to the volatility of exchange rates between these two
economies. The household and firm sectors are standard in the literature and are therefore set out in Appendix C. In what
follows, we modify the standard Lubik and Schorfheide (2005) two-country DSGE economy model with a risk premium
adjustment in the foreign exchange market in order to assess how the policy spillover effects transmit from an advanced
5



Table 1
Identifying sign restrictions.

Shocks gus pus rus gind pind rind exrsd
USTechnology + � � +
USPolicy � � + +
IndiaTechnology + + � �
IndiaPolicy + � � +
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to an emerging economy or the other way round. The analysis focuses on business cycle impacts of shocks to technology, as
well as demand management using monetary policy as in the VAR model in the last section.

The model developed in this section is based on an extension of a category of standard small scale models which have
been theoretically stylized at its early stage and subsequently estimated by a number of authors.8 Our model thus shares
a number of common features with these models. Other developments have focused on larger and more realistic open economy
and two- or multi-country features, differences in the transmission mechanism of monetary policy, and features that are impor-
tant to model the exchange rate pass-through to domestic currency prices (Adolfson et al., 2007; Corsetti and Dedola, 2005).
More recent papers have studied the role of financial and credit market frictions, allowing a structural interpretation of move-
ments observed in exchange rates and trade balances (e.g. Jacob and Peersman, 2013).

The main objective in this section is to build an open economy model with international financial friction, along with the
possibility of international risk sharing, for the US and India. We take inspiration from Benigno (2002) and provide the model
with a variant in which UIP no longer holds. This highlights the deviation from risk sharing under complete international
financial markets between the two economies. We bring together the features in the context of an open economy, including
incomplete exchange rate pass-through. The pass-through from exchange rate movements to domestic prices is reduced in
this model due to the existence of monopolistically competitive domestic importers whose optimal pricing behaviour pro-
duces endogenous deviations from PPP in the short run (following Lubik and Schorfheide, 2005).9

The two countries have different sizes and different technologies. Indeed part of the model is calibrated mainly on the
basis of this, but we assume that they share similar structure and nominal rigidities for the purpose of the analysis in this
paper. This assumption is consistent with our VAR specification. However, any model is not without caveats. One potentially
important feature that has become popular especially in the small open economy (SOE) modelling and is widely accepted in
the literature on emerging economies as an important transmission channel of shocks is in the form of liquidity constrained
‘rule of thumb’ consumers. In India, ‘rule of thumb’ consumers constitute a significant proportion of households and this cat-
egory of consumers comprises those who are unable to smooth consumption overtime due to the lack of access to financial
services. The presence of a significant fraction of households being non-Ricardian, coupled with their inaccessibility to for-
mal financial services should amplify the propagation of shocks in a relatively more volatile output environment of India (see
Gabriel et al., 2012 and Gabriel et al., 2016). The main objective of this paper, along with these features, is to uncover and
evaluate the interconnections and spillover effects in the two-country setting.
3.2. Risk premium and UIP

The model in Appendices C and D is set out without financial frictions where UIP holds; this means perfect international
risk-sharing. More realistic set up here would be to consider a modified UIP condition assuming that households face a risk
premium on international asset markets. Departing from the representative household behaviour we incorporate a world
financial friction facing households as in Benigno (2002). In particular, there are two risk-free one-period bonds denomi-
nated in home and foreign currencies with payments in period t; Bk;H;t and B�

k;F;t , respectively, in per capita or aggregate
terms. The prices of these bonds are given by
8 See
9 An

attribut
features
Pk;B;t ¼R�1
k;t ð1Þ

P�
k;B;t ¼R��1

k;t /
etB

�
k;F;t

Pk;H;tYk;t

� ��1

ð2Þ
where / �ð Þ captures the cost in the form of a risk premium for home households to hold foreign (F) bonds. etB
�
k;F;t is the aggre-

gate foreign asset position of the economy denominated in home currency, where et is the nominal exchange rate and
Pk;H;tYk;t is nominal GDP. We assume that / 0ð Þ ¼ 1 and /0 < 0. This means the risk premium term is strictly decreasing in
aggregate foreign asset position of the home economy. Rk;t and R�

k;t denote the nominal interest rates over the interval
t; t þ 1½ �. The price of the nominal bond depends inversely on its gross nominal interest rate. For analytical convenience,
, for example, Bergin (2006), Lubik and Schorfheide (2005), Lubik and Schorfheide (2007) and Rabanal and Tuesta (2010).
alternative mechanism that may be important to slow down the pass-through of changes in exchange rates or foreign prices can be constructed by
ing a role of tradable and non-tradable goods or of a distribution sector in the model, as in Corsetti and Dedola (2005) or Corsetti et al. (2008). Both
are likely to affect the pass-through towards import and consumption prices in the short run.
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the home households can hold foreign bonds, but foreign households cannot hold home bonds. Then the net and gross for-
eign assets in the home bloc are equal.

The standard inter-temporal optimality conditions for consumption decisions of households are
Pk;B;t ¼bkEt
kk;tþ1

kk;tPk;tþ1

� �
ð3Þ

P�
B;t ¼bkEt

kk;tþ1etþ1

kk;tPk;tþ1et

� �
ð4Þ
where bk is the discount factor as defined in Appendix C, Pk;t � Pk;t
Pk;t�1

is consumer price inflation (CPI) and kk;t is the marginal

utility of income. The producers’ decisions are as before, except, Pk;t is replaced with domestic price inflation Pk;H;t � Pk;H;t
Pk;H;t�1

which differs from consumer price inflation. Same for the importers; so import price inflation is Pk;F;t � Pk;F;t
Pk;F;t�1

.

Combining the home and foreign Euler equations, we arrive at the modified UIP condition
Pk;B;t

P�
k;B;t

¼
Et kk;tþ1

Pk;t
Pk;tþ1

h i
Et kk;tþ1

etþ1Pk;t
etPk;tþ1

h i

then adding a risk premium shock in period t � 1; exp �UIP;tð Þ, that captures stochastic deviations from the UIP condition, and
using (1)–(4) and
R��1
k;t ¼ bkEt

k�k;tþ1

k�k;tP
�
k;tþ1

" #
we obtain
/
etB

�
k;F;t

Pk;H;tYk;t

� �
exp �UIP;tð ÞEt

k�k;tþ1

k�k;tP
�
k;tþ1

" #
¼ Et

kk;tþ1etþ1

kk;tPk;tþ1et

� �
Now defining the risk sharing condition srk;t ¼
k�k;t
kk;t
, and noting that etþ1

Ptþ1et
¼ etþ1Pt

Ptþ1St
¼ stþ1

stP�
tþ1
, we then obtain the real exchange

rate st as sk;t ¼ sdk;ts
r
k;t , where the deviation of the real exchange rate from its risk-sharing value, sdt , is given by
Et
kk;tþ1

kk;t

srk;tþ1

srk;t

1
P�

k;tþ1

1

/
etB�k;F;t
Pk;H;tYt

� 	
exp �UIP;tð Þ

� sdk;tþ1

sdk;t

0
B@

1
CA

2
64

3
75 ¼ 0
The real exchange rate is same as before, sk;t ¼ etP�k;t
Pk;t

. Finally current account dynamics are given by
R��1
k;t /

etB�k;F;t
Pk;H;tYk;t

� 	
etB

�
k;F;t ¼ Sk;tB

�
k;F;t�1 þ TBk;t

/
etB�k;F;t
Pk;H;tYk;t

� 	
¼ exp

vBetB
�
k;F;t

Pk;H;tYk;t

� 	
; vB < 0

TBk;t ¼ Pk;H;tYk;t � Pk;tCk;t � Pk;H;tGk;t
This part of the model is complete by identifying the foreign assets or equivalently the trade balance at home as,

TBk;t ¼ P�
k;B;tetBk;F;t � etBk;F;t�1. Linearizing around Bk;F ¼ TBk ¼ 0 and defining b

�
k;F;t � Sk;tBk;F;t

Pk;H;tYk;t
and tb

�
k;t � TBk;t

Pk;H;tYk;t
, the balance of

payments in the linearized form becomes
bkb
�
k;F;t ¼ b

�
k;F;t�1 þ tb

�
k;t
The linearized trade balance equation is given by
tb
�

k;t ¼ y
�
k;H;t � c

�
k;t � g

�
k;t þ ak

s
s
�
k;t þ ak 1� akð Þgk q

�
k;t � q

��
k;t

� 	

The real exchange rate is the risk-sharing value plus a risk premium deviation given by the system
s
�
k;t ¼ sr

�
k;t þ sd

�
k;t

sr
�
k;t ¼ k

��
k;t � k

�
k;t

Et sd
�

k;tþ1

� �
¼ sd

�
k;t þ drb

�
k;F;t þ �

�
UIP;t
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Finally the additional shock in the system for the Indian bloc is the country-specific risk premium shock (UIP) that follows
an AR(1) process
10 Con
parame
11 See
�
�
UIP;t ¼ qUIP�

�
UIP;t�1 þ eUIP;t
The interest rate rule for this global economy includes adjustments to inflation, the output gap, the exchange rates and
shocks to the monetary policy in the form of a Taylor rule given by
R
�
k;t ¼ qRk

R
�
k;t�1 þ 1� qRk

� 	
w1k

p
�
k;t þ w2k

Dy
�
k;t þ z

�
k;t

� 	
þ w3k

De
�
tþ1

h i
þ �k;R;t
where �k;R;t represents the country-specific monetary policy shock.

4. Model solutions and analysis of results

This model consists of five types of variables and eight shocks: (1) Prices: P
�
k;t ; P

�
�
k;t ; P

�
k;H;t ; P

�
�
k;H;t ; P

�
k;F;t ; P

�
�
k;F;t ; k

�
k;t; k

��
k;t ;Q

�
k;t ;Q

�
�
k;t;

(2) Growth and inflation: y
�
k;H;t ; y

��
k;H;t ;p

�
k;H;t ;p

��
k;H;t ;p

�
k;F;t ;p

��
k;F;t; (3) Quantities: C

�
k;t ;C

�
�
k;t ;Y

�
k;t ;Y

�
�
k;t; (4) Interest rates and exchange

rates: Rk;t ;R
�
k;t ; Sk;t;Rk;t;De;t; (5) Exchange rate pass-through: w

�
k;F;t and w

��
k;F;t and (6) Shocks: At ;A

�
t ;Gt ;G

�
t ; �k;R;t; z

�
t ; �

�
UIP;t .

Appendix D presents the log-linearization of the baseline non-linear model.
Lubik and Schorfheide (2005) applied their model to study interactions between the US and the Euro area and the busi-

ness cycle policy spillover effects across the two economies (Goyal, 2011; Kose et al., 2008). We modify the model by aug-
menting a risk premium mechanism and apply it to study interactions between the US and the Indian economy, particularly
to see if this model generates the patterns we observe in macroeconomic time series as demonstrated in the SVAR model
earlier.

We use the same time series quarterly observations from 1981:1 to 2014:4 as used in the VAR analysis to estimate this
two-country DSGE model with Bayesian methods. The posterior estimates are used to compute impulse responses to tech-
nology and policy shocks and for variance decomposition of the key model variables. Using the beta, normal, gamma and
inverse gamma priors, we apply the standard Bayesian filtering approach to obtain the posterior means and confidence inter-
vals for the model parameters and shocks.

4.1. Prior and posterior estimation

As is standard in the literature, the Bayesian estimation process involves search through the parameter space of h using

appropriate size of steps. The Bayes’ theorem is used in order to obtain the posterior distribution on parameters h; p hjYT
� 	

,

which can be derived by multiplying the prior (p hð Þ) by the likelihood function (p YT jh
� 	

) as:

p hjYT
� 	

/ p YT jh
� 	

p hð Þ � k hjYT
� 	

, where k hjYT
� 	

stands for the posterior kernel. The joint posterior distribution of the esti-

mated parameters is obtained in two steps. First, the Kalman filter is used to evaluate the likelihood function from which the
posterior mode and the Hessian matrix are obtained via standard numerical optimization routines. Second, the Hessian
matrix is then used in the Metropolis-Hastings (MH) algorithm to generate a sample from the posterior distribution. Two
parallel chains of 100,000 random draws are used in the Monte Carlo Markov Chain Metropolis-Hastings (MCMC-MH) algo-
rithm, with the variance-covariance matrix of the perturbation term in the algorithm being adjusted in order to obtain rea-
sonable acceptance rates (between 20%-30%).10 The priors and posterior means along with the confidence intervals of these
model parameters are reported in Tables 2 and 3.

The choice of priors for the estimated parameters is usually determined by the theoretical implications of the model and
evidence from previous studies. We also infer potential priors by comparing the features and stylized facts of developed and
developing economies. In most cases, we use the same priors used in previous studies for the US economy (Smets and
Wouters, 2007 and Lubik and Schorfheide, 2005). For the Indian parameters, we follow Gabriel et al. (2012). In particular,
a few structural parameters are chosen based on the calibrated parameters reflecting steady state values of the observed
variables. This applies to the preference and technology parameters (for which we do not impose a symmetry condition
between the US and India). Using trade data for shares, the domestic import share parameter, a, is calibrated to be 0.38
as set out in Gabriel et al. (2016): a ¼ 1� C

Y � csimp

 �

= C
Y ¼ 1� 0:6� 0:23ð Þ=0:6 ¼ 0:38, where csimp is the imported consump-

tion share in India and C
Y reflects the steady state values of the observed consumption and GDP. The calibrated a then forms

the prior mean. The elasticity of substitution between consumption goods has different prior means, centred at 1 and 1.5, for
g and g�, respectively.11 The risk aversion parameter s allows significant room for manoeuvre, with a normal prior defined
with a mean of 2 and standard deviation of 0.5, same for both countries, whereas the habit parameter h for India is centred
vergence of the MCMC chains are checked using the convergence indicators recommended by Brooks and Gelman (1998) to ensure robustness of the
ter estimates.
Bhattarai et al. (2017) for the dynamic CGE model of the US and Banerjee and Basu (2019) for a DSGE model of India.
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Table 2
Prior and Posterior Distributions for Home (H) and Foreign Countries (F).

Parameters prior mean post. mean 90% HPD interval prior prior sd

Price adjustment by firms in H hH 0.50 0.7394 0.6714 0.8089 beta 0.10
Price adjustment by firms in F hF 0.50 0.7834 0.6989 0.8689 beta 0.10
Asset price adjustment in H h�H 0.50 0.6255 0.4236 0.8358 beta 0.15
Asset price adjustment in F h�F 0.50 0.9173 0.8896 0.9434 beta 0.15
Intertemporal subst. elasticity in H s 2.00 3.0291 1.9403 4.3571 gamma 0.50
Habit formation in H h 0.70 0.6786 0.5589 0.8008 beta 0.10
CES elasticity for consumption in H g 1.00 0.9044 0.5248 1.2707 gamma 0.50
Intertemporal subst. elasticity in F s� 2.00 2.8560 2.1594 3.5596 gamma 0.50
Habit formation in F h� 0.50 0.8470 0.7755 0.9031 beta 0.20
CES elasticity in consumption in F g� 1.50 0.6133 0.2504 0.9370 gamma 0.50
Import share for H a 0.38 0.3092 0.2498 0.3704 beta 0.05
Risk premium in exchange rate d 0.01 0.0049 0.0021 0.0077 invg 4.00

Table 3
Prior and Posterior Distributions for Home (H) and Foreign Countries (F).

Parameters prior mean post. mean 90% HPD interval prior prior sd

Weight on inflation in Taylor rule for H w1 1.50 2.4007 2.0621 2.7374 gamma 0.25
Weight on output in Taylor rule for H w2 0.50 0.5500 0.3759 0.7180 gamma 0.25
Weight on exchange rare in Taylor rule for H w3 0.10 0.0403 0.0169 0.0627 gamma 0.05
Weight on inflation in Taylor rule for F w�

1 2.00 1.8376 1.4299 2.2204 gamma 1.00
Weight on output in Taylor rule for F w�

2 0.50 2.0425 1.3963 2.6493 gamma 0.25
Weight on exchange rare in Taylor rule for F w�

3 0.50 0.2020 0.0972 0.3086 gamma 0.25
Steady state interest rate in US R

�
0.50 0.6259 0.4602 0.7867 gamma 0.10

Growth rate of global technology in US c
�

0.40 0.3027 0.1738 0.4297 norm 0.10
Steady state inflation rate in US p

�
H 0.63 0.4772 0.3995 0.5518 gamma 0.10

Steady state interest rate in India R
��
t 1.50 2.6104 2.3057 2.9103 gamma 0.50

Growth rate of global technology in India c
�� 1.55 1.2897 1.1472 1.4339 norm 0.50

Steady state inflation rate in India p
��
H 1.62 2.3466 2.0147 2.6848 gamma 0.50

AR(1) coefficient, productivity in US qA 0.80 0.8937 0.8417 0.9431 beta 0.10
Interest rate smoothing in US qR 0.50 0.8293 0.8006 0.8583 beta 0.20
AR(1) coefficient, government spending in US qG 0.80 0.8802 0.7855 0.9744 beta 0.10
AR(1) coefficient, productivity in India q�

A 0.50 0.9504 0.9162 0.9867 beta 0.20
Interest rate smoothing in India q�

R 0.50 0.9053 0.8848 0.9266 beta 0.20
AR(1) coefficient, government spending in India q�

G 0.50 0.9504 0.8922 0.9987 beta 0.20
AR(1) coefficient, global productivity qz 0.66 0.8138 0.6965 0.9706 beta 0.15
AR(1) coefficient, risk premium shock qUIP 0.50 0.8821 0.7966 0.9662 beta 0.20
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in the midpoint of the unit interval with a large standard deviation of 0.2, reflecting the uncertainty of the parameter value. For
the price-setting parameters h and h�, again we assume asymmetry in prior beliefs. The Calvo-pricing parameters for domes-
tic/foreign firms and importers are beta distributed at 0.5 and 0.75 means, implying a contract length of 2 and 4 quarters. Both
are assuming loose priors with standard deviation of 0.15, for example, for the latter this means the prior interval of
0:458;0:950½ � at 95%.

For the long-run steady state parameters, the prior means are set in accordance with the observed quarter-to-quarter
growth rate of technology in the US, annualized steady state interest rate and annualized steady state inflation rate which
are matching their sample means. For the Indian parameters, this is also done so that the calibrated parameter means reflect
steady state values of the observed variables. For instance, the annualized steady state interest rate parameter is set at 1.5%,

corresponding to b ¼ 1= 1þ R
�
�
t =100

� 	
¼ 0:9852. The annualized steady state inflation 6.5% with b ¼ 0:9852 implies a nom-

inal rate of around 8%. Again, we use loose priors for India, imposing less informative priors and allowing for the data to
determine the parameters’ location. So the interest rate prior implies a prior interval of 0:216;3:430½ �. Normal distributions
are used when more informative priors seem to be necessary and gamma distributions for non-negativity. For the policy
parameters in India, priors were chosen so that a large domain is covered, reflecting lack of information on monetary policy
reaction function of the Reserve Bank of India (RBI). The inflation feedback parameter has gamma prior with a mean of 2 and
a standard deviation of 1, thus covering a relatively large parameter space, considering that the RBI has implemented a flex-
ible monetary regime fromwhich an inflation targeting policy has been pursued. The output and exchange rate feedback also
has a relatively diffuse prior. For the US counterpart, we simply follow the priors in the literature that are consistent with the
Taylor rule.

The estimation results are plausible and are generally similar to those of Lubik and Schorfheide (2005) for the US and of
Gabriel et al. (2016) for the Indian SOE. The estimated parameters capturing the policy response to both inflation and output,
w�

1 and w�
2, suggest that the RBI appears to be quite aggressive in preempting inflationary pressures and responding to output
9
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stabilisation. However, the response for fluctuations in the exchange rate is estimated to be quite feeble. One interesting
aspect is that prices are estimated to be a lot stickier in the US, while it remains low for India which suggests that prices
are more flexible, adjusting quite frequently, between 1 and 3 quarters. The degree of consumption habit, h, is found high
and statistically significant in India, implying that these frictions play a role in explaining overall persistence in the data.
The estimation of the shock processes, as in Gabriel et al. (2016), shows some persistence, more so in India than in the
US. Interestingly, the external shock (the global shock zt in particular) is also less persistent, but the shock corresponding

to the UIP premium exhibits a high degree of persistence. The domestic and foreign productivity shocks, c
��, are the most

persistent shocks. The prior and posterior means with the highest posterior density (HPD) are given in Table 3.
The prior of each shock’s standard deviation is assumed to have an inverse gamma distribution. Shock processes are the

most likely elements to differ from previous studies based on developing economies. In the case of India, it is natural to
expect significantly larger swings in macro observables. Thus the prior means for the standard deviations are set at 2, which
is higher than that of the US, using the inverse gamma distribution.

The estimated standard deviations of parameters for India are larger than the values commonly found for developed
economies (except the monetary policy shock), in accordance with the macroeconomic volatility stylized facts typically asso-
ciated with emerging economies. Most strikingly, the standard errors associated with foreign (Indian) technology and
exchange rate shocks stand out as being the most volatile shocks in the economy, picking up the largest standard deviation
coming from foreign technology. This suggests that more volatility is being transmitted by the supply side of the economy.
4.2. Estimated impulse response functions

We now focus on the (estimated posterior) impulse responses for two selected shocks: a technology-led productivity
shock and a shock to domestic monetary policy, for the US and Indian economies, respectively. We investigate the impor-
tance of shocks to the endogenous variables of interest in order to gain a better understanding of the model uncertainties
(projected trajectories) faced by the policymakers. The endogenous variables of interest are the observable variables in
the estimation, and each mean response is for 20 period (5 years) horizon. Overall, the impulse responses of macroeconomic
variables vary between the US and India. As expected, a positive one standard deviation productivity shock has a positive
impact on the growth rate of domestic output which implies an immediate fall in inflation and interest rate (Fig. 2). The
effect on exchange rate dies out rapidly (less than half a year) which appears to be fairly persistent while affecting other
domestic variables, as confirmed by the estimated AR(1) coefficient. Interestingly, these DSGE results are consistent with
the responses in the SVAR model. Many of the VAR responses fall into the 90% confidence bands of the DSGE model. To make
them comparable, the VAR responses with the simple Cholesky scheme using the DSGE simulated data also produce similar
results, at least for the domestic economies.

The responses do satisfy the identifying sign restrictions even in the long run (see Figs. 2–5), although they are required to
satisfy the sign restrictions for 2 quarters. With GDP growth rate in the US being restricted not to decline (increase), which is
likely to occur as a result of a technology shock, we would expect inflation to decline, whereas in case of positive monetary
policy shock, GDP growth rate and inflation can be expected to decline. When interest rate is likely to decline due to a tech-
nology shock on the back of lower inflation, a monetary policy shock calls for an increase in interest rate, helping us identify
both the shocks correctly.

We undertake the SVAR exercise for the two shocks jointly. In Figs. 2–5, in response to a contractionary monetary shock,
we find that output growth contracts, while a technology shock has a positive impact on output growth in both countries
(i.e., the dotted lines). A monetary policy shock in the US, on the other hand, has no contractionary impact on Indian GDP
growth, suggesting a competitive real effect, although the technology shock in the US has complementary real effect on India
(see Fig. 4). This clearly suggests that the global technology shocks are complementary in nature, while policy shocks have
competitive real effects.

Now let us focus on the effects of individual shocks from each structure. In Figs. 2 and 3, as expected, a positive technol-
ogy shock to the growth rate of the US leads to a decrease in the interest rate in the US, which triggers capital outflows, low-
ering the interest rate in India with moderate growth effect in India, suggesting a complementary real effect of US technology
shock. Considering a similar technology shock in India, the consequent lower interest rate in India will lead to capital inflows
to the US, which can be possible only with higher interest rates in the US (Fig. 3). This follows from the capital account chan-
nel that an increase in growth in India drives FDI to India from the US, suggesting that any outflow of capital would raise the
interest rate in the short run in the US (less than 2–3 quarters). Indian technology shock however has relatively modest
impact on growth in the US.

With regard to the monetary shocks, a rise in the interest rate induces more savings and tightens access to credit for the
domestic firms. The higher cost of capital causes reduction in the investment demand, pushing down capital accumulation.
This could be translated into a fall in output and inflation (as correctly predicted by the estimated SVAR and DSGEmodels). In
Figs. 4 and 5, output and inflation in the US and India are subsequently rising. This could be explained by the so-called ‘price
puzzle’ as firms supply more when prices rise. It should also lower the interest rate in India because of increased potentials
for capital inflows; so a lower interest rate in India explains the higher rate of output growth and subsequent inflationary
pressure in India. The period of positive outlook due to optimism caused by the inflows in India should be brief, as the
RBI could subsequently raise the interest rate to combat the rising inflation as shown in Fig. 4. The higher output growth
10



Fig. 2. Estimated Impulse Responses – Technology Shock in the US.

Fig. 3. Estimated Impulse Responses – Technology Shock in India. Note: Solid black lines for DSGE model, dotted red (green) lines mean responses from
SVAR (VAR using simulated data) and shaded areas 90% High Probability Density sets. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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in the US also contributes to a temporary increase in output and inflation in India (Fig. 4). The US monetary policy does not
seem to have significant impact on the exchange rate of the Indian Rupee.

In Fig. 5, the lower prices in India can then get transmitted through the trade channel, giving rise to subsequent demand
effects on the US inflation, raising the interest rate in the US. Also, the Rupee appreciation can lead to greater competitive-
ness of the US economy, relatively expanding the US demand and production, which induces higher inflation after a few
quarters (although there is no initial effect from the Indian monetary policy contraction) and the US monetary policy
responds to combat the rising price level in the US. Another interesting finding emerges from our comparison analysis. In
response to an exogenous policy tightening, our DSGEmodel predicts a decline in output following a ‘hump shaped’ response
for the US. This can be viewed as evidence of sizeable and persistent real effects of monetary policy shock captured by our
structural model.
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Fig. 4. Estimated Impulse Responses – Monetary Policy Shock in the US.

Fig. 5. Estimated Impulse Responses – Monetary Policy Shock in India. Note: Solid black lines for DSGE model, dotted red (green) lines mean responses from
SVAR (VAR using simulated data) and shaded areas 90% High Probability Density sets. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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4.3. Differences between DSGE and SVAR models

The IRF results are in line with the findings in Gabriel et al. (2016) which estimates a SOE model for India with external
shocks and financial frictions, and a US counterpart for the foreign economy. However, it is expected that there are difficul-
ties in applying both the VAR and DSGE models to obtain comparable results. We do not find that our DSGE responses fol-
lowing a positive productivity shock match well with the results of our SVAR in terms of their sign and persistence (i.e., the
US and India output responses in Figs. 2 and 3). This is not surprising because of the large values estimated for the elasticity
of substitution between the home and foreign goods ( 1

gk
¼ 1:63;1:11 for India and the US, respectively) which implies a small
12



K. Bhattarai, S.K. Mallick and B. Yang Journal of International Money and Finance 110 (2021) 102291
output co-movement between these two countries (this implies an increase in competitiveness between the tradable goods).
Most existing models of the open economy framework have been shown to face the problem of not being able to generate
significant endogenous transmission, generating even negative correlation of key aggregate variables.12

Given that this type of model typically does a poor job of explaining the co-movements in the data and the success of the
SVAR in predicting the stylized fact, the state of the literature suggests looking at the key features characterising the trans-
mission of technology shocks across countries including, for example, the features determining the responsiveness of labour
decisions to international relative prices.13 Other proposed mechanisms to overcome these negative results in the literature
include Corsetti et al. (2008) with incomplete asset markets and Burstein et al. (2008) that calibrates the elasticity of substitu-
tion in production sharing to capture complementarity. Nevertheless, from the VAR analysis, including the empirical VAR fitted
with the DSGE-simulated data, we find that the foreign country benefits from technological innovations as it can import cheap
products via an improvement in its terms of trade.

Examining again both Figs. 4 and 5, where we investigate IRFs from the monetary policy shocks, there are more notable
differences between the DSGE and VAR results. First, a rise in the US interest rate reduces the US output, but with a lag of
around 1 quarter, and pushes down inflation in the US, as expected. Second, in the DSGE model with nominal rigidities and a
working mechanism of a borrowing premium, a higher US interest rate sets pessimism immediately initiating a period of
contraction, leading to an increase in external risk premium, tightening credit supply in India. That restricts the capital accu-
mulation and investment. As a result, there is a sharp fall in the Indian output growth, after an initial rise that is reverted
subsequently. Clearly our VAR model does not pick up this effect, producing the opposite response. Inflation falls after some
initial rise, which is potentially driven by the initial inflows of capital from the US. In response to the expected higher infla-
tion, as in the VAR analysis earlier, the RBI goes through a phrase of contractionary monetary policy to handle spillovers and
volatilities from monetary policy in the US on interest and exchange rates. Interestingly, the DSGE results show a better
mechanism for the transmission of the risk premium in India than in the structural VAR models. These responses provide
strong implications for policy coordination and intervention from a background of increased financial integration of the
Indian economy since the early 1990’s.

Finally, the differences in results also indicate that India may have experienced negative spillovers through the exchange
rate channel in response to the US monetary policy shock. The DSGE model responds with a currency appreciation on impact
while the VARs show the same implications for their responses to the shock, but only after several quarters have elapsed.
India tends to have more lagged variations in their exchange rate responses, as the exchange rates serve as buffers to exter-
nal shocks. In particular, the SVAR IRFs suggest that the policy rate and inflation responses in India are much more persistent
following a shock to the US interest rate. Our results are very similar to the simulations in Banerjee and Basu (2019). Their
paper models a SOE with a UIP channel for India to study the QE effects and shows that, given the domestic interest rate, a
rise in the foreign interest rate appreciates the currency via the UIP condition and the impact on GDP is positive, because of
the improved terms of trade, but is quickly reversed. In contrast, our empirical VAR response on the exchange rate does not
pick up the UIP condition and predicts the opposite effect, which leads us to assessing the risk premium shock.
4.4. External risk premium

Now in Fig. 6 we evaluate the responses from the external risk premium shock (the UIP shock) identified only by the the-
oretical restrictions, as this seems to be one of the key factors that explain the IRF differences, especially in terms of mon-
etary transmissions. The model predicts that a positive risk premium shock immediately depreciates the exchange rate and
thereby output growth in both countries. The nominal interest rates in both countries jump on impact and the interest rate
differential relative to abroad is rapidly closed and the exchange rate depreciation is short-lived because of the monetary
policy tightening. Indeed, we expect to observe an interest rate increase when there is an increase in the external borrowing
premium. The immediate currency depreciation prompts an increase in exports and a sharp rise in inflation. The monetary
policy is tightened to fight inflation, according to the estimated feedback rule. Output rises slightly due to increasing exports,
offsetting the effects of a reduction in investment. Inflation in the US falls on impact but the effect is also short-lived. Most
responses are consistent with the findings of Bernanke et al. (1999), using a calibrated costly verification model, and from
Gertler et al. (2003)’s model simulation.

In general, we find that, with the VAR precisions, technology shocks have complementary effects, while policy shocks
have competitive effects in the sense that higher interest rates in the US give rise to an increase in the interest rate in India,
indicating the case of a more competitive capital market (and indicating evidence of some risk premium effects when exter-
nal borrowing is necessary). At the same time, positive monetary policy shocks in both countries do have contractionary out-
put effects while stabilising inflation, unlike in the empirical VAR model as described earlier. The features reported by our
12 A few examples date back to the international RBC literature such as Backus et al. (1992), and include more recent attempts such as Justiniano and Preston
(2010), Adolfson et al. (2007) and Schmitt-Grohe and Uribe (2003) in which the structural analysis fails to explain the documented importance and
transmission of foreign shocks.
13 For example, Miyamoto and Nguyen (2017) model weak wealth effects from labour supply with Jaimovich-Rebelo preferences (Jaimovich and Rebelo, 2009)
and variable capacity utilization for the demand side.
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Fig. 6. Estimated DSGE Impulse Responses – UIP Shock.
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analysis are broadly consistent with the stylized facts and empirical findings reported in the emerging open-economy liter-
ature.14 Technology shocks have complementary effects possibly because of integration of goods markets, as imports and cap-
ital flow channels appear to explain the technology spillovers.
4.5. Variance decomposition of business cycles

The variance decomposition analysis provides measures of the proportions of variances explained by shocks to the vari-
able itself versus from the shocks to the other variables. The forecast-error variance decomposition for the DSGE model is
presented in Figs. 7 and 8. The DSGE results are based on an explicit channel of transmission and on the model’s posterior
distribution reported in Tables 2 and 3. As before, we focus only on the two shocks for the two economies, and show the 12-
period forecast horizon shock decomposition for the output growth paths. Table 4 provides a summary of variance decom-
position of all the shocks in the DSGE model for all the observed variables in the long run.

It is clear that nearly 35% of the variation in the US growth rate is explained by the shock to the global technology and 43%
by its public spending shock. Then 12% and 0.89% variances are explained by domestic and foreign technology shocks. Shocks
to domestic technology, fiscal spending and monetary policy play prominent roles in the growth rate of India. They explain
nearly 70% of its variations. The global technology changes are also important in explaining these growth rates, in the US and
India. The variance decomposition table also shows that the variances in the domestic and foreign interest rates are more
due to these technology shocks as is the inflation. About 82% of the variation in the change in the exchange rate is due to
its own shock. The decomposition results from the estimated DSGE model in Figs. 7 and 8 are comparable to the magnitudes
in the SVAR. An interesting result in Fig. 7 is that an emerging economy such as India gaining systematic importance in
recent decades begins to have large spillover effects on the US (and the rest of the world), as a one-standard deviation mon-
etary shock in India produces some sizeable effect on the US growth from the second quarter onwards. A growing number of
studies focusing on the effect of BRICS and Chinese spillovers have found similar results with significant and persistent
growth spillovers via bilateral trade (Samake and Yang, 2011).

In Fig. 8, in the short run, within a year (t ¼ 1;2;3), unexpected movements in Indian output are primarily driven by the
exogenous monetary policy shock (by far the dominant influence of more than 50%), further suggesting the strong implica-
tions for policy intervention from a background of increased financial integration, as found from our IRF results. Over time, in
Table 4, the policy shock still dominates, accounting for the biggest part of the output forecast error variance under this
model. Not surprisingly, in the medium (to long)-run, the supply-side shock begins to become the other driving force of out-
put growth. In contrast, the US productivity shock explains a moderate part of US output variation over time (15%) and a
moderate but significant factor behind both short-run and longer-run movements in Indian output. Existing studies on busi-
ness cycle transmission including several IMF working papers have focused on spillovers based on VARs of growth from the
US and EU to other countries or regions such as emerging Asia and Latin America. A major result of these case studies shows
14 See, for example, Banerjee and Basu (2019), Belke and Gros (2017), Bhattarai et al. (2015) on the effects of a US QE shock; Galesi and Lombardi (2009),
Dumrongrittikul et al. (2014) using a GVAR approach for emerging economies including India.
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Fig. 7. Variance Decomposition – Output Growth in the US.

Fig. 8. Variance Decomposition – Output Growth in India.

Table 4
Variance Decomposition – DSGE Model (in Percent).

Shocks of the Estimated DSGE Model

Observable Monetary Monetary Productivity Productivity Government Government Global Exchange UIP
variables US India US India US India shock rate shock

Output US 0.10 1.47 12.09 0.89 43.13 0.04 34.32 0.17 7.79
Inflation US 9.42 1.95 58.72 3.91 0.30 0.08 3.07 1.07 21.48
Interest rate US 5.68 3.66 36.03 4.81 1.17 0.11 7.39 0.26 40.88
Output India 1.54 30.06 5.64 24.92 0.11 15.70 14.71 3.47 3.87
Inflation India 0.06 14.01 3.63 28.97 0.01 0.21 15.28 1.31 36.52
Interest rate India 0.20 6.96 10.28 5.58 0.01 1.42 3.77 0.48 71.28
Exchange rate 1.03 10.94 0.41 2.39 0.06 0.29 1.08 82.06 1.74

Note: All the variance decomposition is computed from the model solutions (order of approximation = 1). The results are based on the model’s posterior
means.
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that the external shocks can explain a significant portion of the variation in domestic GDP growth (Bayoumi and Swiston,
2009; Osterholm and Zettelmeyer, 2008).
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4.6. Some policy implications of our results

Policies of one country can have impact on growth in other countries. We include an empirical policy reaction function as
in Smets and Wouters (2007), where the policy instrument reacts to inflation and the output gap. Exchange rates also play a
role as to howmonetary policy is conducted in emerging economies. In normal times, central banks may not wish to focus on
the exchange rate, as it can lead to a weakening of the inflation target as a nominal anchor (see Mishkin and Sevastano,
2001), but in a sudden-stops world, when capital abruptly stops to flow into a country (a less developed one in particular),
interest rate interventions may not work and monetary authorities may occasionally resort to foreign exchange interven-
tions instead (Ganelli and Rankin, 2020; Rogoff, 1999). Thus in our theoretical framework and data VAR, we also include
the exchange rate as part of the policy variables.15 Through explicitly assuming the cross-border transmission effects via
the channels of capital flows, trade and exchange rate interactions in our models, we are able to identify empirically the types
and directions of spillovers that arise when there is lack of international cooperation on policies. From counterfactual analysis
comparing the VAR and DSGE simulations, capital flows seem to be one of the main factors that generate positive and negative
spillovers.

Naturally, while our results appear to be robust, they are driven by our methodological choices. On the estimation front,
we believe that in the case of emerging economies, the role of trends in the data requires careful treatment. Andrle (2008),
for example, argues that assumptions on trending behaviour should be explicitly modelled, rather than sidestepped by
means of an ad-hoc filtering procedure. Recent developments, namely by Canova and Ferroni (2011) and Ferroni (2011),
might provide an alternative that allows for formal statistical comparisons among different de-trending procedures. On
the VAR identification, there are various alternative identification schemes we already mentioned in the previous section.
For a robustness check on our results, we implement an estimated BVAR model imposing the Minnesota priors to cross-
validate our estimated DSGE and VAR models.

Based on the comparisons between the VAR and DSGE implied dynamics we test whether the DSGE model is as plausible
a candidate as the empirical VAR in terms of the ability of capturing some of these dynamics seen in the data. This model can
be applied to assess the impacts of fiscal and monetary policies adopted by emerging and advanced economies on output,
employment and welfare of households in these economies. These can also be used to assess the rising or falling degree
of integration in the global economy when single country or multi-country focused policy initiatives require coordination
that can promote stability and growth across all economies.

Many inflation targeting central banks generate model-based forecasts conditional on the expected interest rate paths for
the near future. One popular scenario in policy discussion is constant interest rate scenario, based on a policy announcement,
such as forward guidance. The announced future policy guidance, if communicated effectively by the central bank, can have a
positive effect on inflation expectations and the expected future behaviour of monetary policy. Our results suggest, from an
empirical perspective, that such policy transmission may have its macroeconomic effects across two economies through the
expected impact on the nominal long rates and the role of capital flows. We leave this to future research which will aim to
consider the impact of forward guidance on the long term interest rate and its relation to the zero lower bound in the context
of open-economy DSGE models along the line of the work by De Graeve et al. (2014). Finally, we suggest that more policy
coordination is required to avoid situations of the Bernanke taper tantrum. This is possible by the alignment of expectations
about the gradual monetary expansion in order to avoid the unnecessary surge in bond yields. By manipulating risk adjusted
return on investment in bonds across countries or setting the more realistic cost of capital through the optimality conditions,
this model can help solve the type of dilemma such as the taper tantrum. Modelling of the term structure within the DSGE-
expected utility framework and impulse response simulations can further reveal how the macroeconomic variables and
bond yields respond to exogenous shocks across the different policy scenarios.
5. Conclusions

Does policy coordination between a major advanced economy and a major emerging market economy matter in the glo-
bal economy? The estimated VAR and DSGE models in this paper illustrated how the business cycle effects of interdepen-
dence between India and the US could be explained through the capital flow and trade channels. We developed and
estimated a two-country DSGE model, where India, as an emerging economy, had strong competitive policy effects as well
as complementary technology effects with the US. The same observations of seven variables were used both in the VAR and
DSGE estimation to study the impulse responses to technology and monetary policy shocks in order to establish empirical
equivalence between these two types of macroeconomic models.
15 One caveat of our model is that we assume a conventional monetary policy for the entire sample period so that we do not consider the fact that the
behaviour of capital flows has differed through time (Barro and Gordon, 1983; Fielding and Mizen, 1997). In other words, we cannot examine the impact of
different episodes of unconventional monetary policy on capital flows to/from emerging economics, such as the effects of tapering for instance. One reason is
because the post-crisis sample is still relatively short especially for India for constructing a satisfactory structural estimation. On the other hand, for the US, the
ZLB may invalidate the conventional policy analysis when the key interest rates are near zero. However, this latter challenge has only recently been addressed
by the Wu-Xia Shadow Federal Funds Rate (Wu and Xia, 2016) as a measure of the macroeconomic effects of qualitative easing. Therefore we wish to consider
this for future work.
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As expected, while the DSGE model provides the theoretical and structural reasons behind the estimated parameters, the
VAR provides the empirical regularities econometrically. Disentangling such positive or complementary impacts from neg-
ative or competitive effects could be helpful for developing the policy coordination scenarios in the context of competitive
spillover effects of monetary or fiscal policies on the one hand and complementary effects of technology shocks on the other.

Given the global imbalances and the emergence of bilateral negotiations for better cooperation between countries, policy
shocks in an advanced economy can get transmitted to a rapidly growing emerging market economy, signaling either com-
plementarity or competitive effects. We showed that the impulse responses and variance decomposition estimations pro-
duce similar results from both the SVAR and DSGE models, but the latter provides the structural explanations for the
linkages, although traditional VAR or BVAR models are often more efficient on RMSE considerations.

A substantial body of research in the literature focuses on improving the DSGE and VAR specifications separately. Our
comparable results from the econometric VAR and theory-rich DSGE models suggest that both of these should be taken
as complementary techniques for empirical assessment of macroeconomic spillovers in advanced and emerging economies.
Using the same data for estimating VAR, and calibrating and simulating DSGE models can help us to measure impacts of
shocks from the demand management policies and changes in technologies. For each model we characterise the structural
and cross-equation restrictions from the macroeconomy and the data. We keep our models relatively parsimonious in micro-
structure and frictions but are still able to generate important dynamics in the data. Our methodology focuses on the big
picture and the role of policies in driving aggregate results without resorting to extra detail in both models that may be mis-
specified and cause them to be rejected by the data.

Comparing the two key shocks identified in this paper, we find that, while the domestic and global technological shocks
are complementary, the monetary policy shocks are competitive between a major economy and an emerging economy. The
spillovers following a risk premium shock are also similar to those following the technology shocks. The negative spillovers
are reduced when households and firms in India pay a currency risk premium in the interest rate to mitigate the effects of
external shocks coming from the US. Policy measures to minimise competitive demand shocks thus require better policy
coordination to avoid the international risk spilling-over into the home country. Intuitively, technology enhances productiv-
ity in both countries, while policy shocks tend to drive capital to a country with higher rate of return. Thus policy shocks in
advanced countries actually lead to unintended effects in terms of capital inflows to emerging economies. These results are
close to the results in the second and third generation studies on policy coordination. For future work, we wish to compare
the quantitative results to models equipped with more credit market frictions.
Appendix A. Shares in the global GDP
Fig. 9. Shares of Advanced Economies and Emerging and Developing Economies in the Global GDP in PPP Terms (1980–2018). Note: The y-axis shows
percentage share. The x-axis shows years. Data source: the IMF.
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Appendix B. Global spillovers for the growth rates
Table 5
Growth Spillovers in Advanced and Emerging Economies, 1998:1–2014:4.

US UK France German Japan Brazil Mexico Turkey South Africa India From Others

US 53.6 27.1 0.8 6.1 1.4 0.8 3.6 1.1 2.4 3.2 46
UK 17.7 69.1 0.4 5.9 0.6 0.8 2.5 0.6 0.7 1.7 31
France 22 22.6 32.9 5.8 1.2 7.4 1.4 0.3 0.6 5.8 67
German 13.3 19.6 8.4 43.8 3.1 5.6 0.9 0.6 0.6 4.1 56
Japan 10.3 16.8 0.3 11.9 53.7 3.9 0.5 0.7 0.3 1.6 46
Brazil 16.1 16.1 11.5 5.3 2.6 36.8 1.9 0.3 0.2 9.2 63
Mexico 17.1 16 3.6 8.4 4.2 6.3 34.6 2.7 0.5 6.6 65
Turkey 10.8 5.2 12.6 1.3 5.5 5.1 7.3 44.9 2 5.4 55
South Africa 12.5 16.7 2 4.2 3 16.9 1.4 2.1 38.2 2.9 62
India 4.2 2.8 2.3 13 1.3 1.5 0.5 3.2 4.4 66.7 33
Contribution to others 124 143 42 62 23 48 20 12 12 40 526
Contribution with own 178 212 75 106 77 85 55 56 50 107 52.6

Note: The global spillover index (in percent) is constructed using Diebold and Yilmaz (2009).
Appendix C. Households, firms and market clearing

C.1. Households

As is standard in most macroeconomic models, households in country k receive utility from consumption Ck;t


 �
and dis-

utility from work Nk;t

 �

in each t period. Discount factor bkð Þ and expectation operator Ek;0

 �

are used to compute lifetime util-
ity of representative households in each country Uk;0


 �
. The inter-temporal elasticity of substitution skð Þmeasures the rela-

tive rate of risk aversion of consumers between current and future consumption.
Uk;0 ¼ Ek;0

X1
t¼0

bt
k

C
�
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Consumers are subject to habit persistent conditions as given by C
�
k;t ¼ Ck;t � hkckCk;t�1; they also benefit from global tech-

nological innovations zt ¼ AWt
AWt�1

. Here ck is the growth rate of technology in the steady state and the habit parameter is pos-

itive but less than one, 0 < hk < 1. The composite consumption good is made of home and foreign consumption goods Ck;H;t

and Ck;F;t for each country k as
Ck;t ¼ 1� akð Þ 1
gkC

gk�1
gk

k;H;t þ a
1
gk
k C

gk�1
g

k;F;t

� � gk
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where gk is the elasticity of substitution between the US and Indian consumption goods. Under the New Keynesian supply
assumption, the demands for consumption goods are linked to home, foreign and aggregate prices levels, Pk;H;t ; Pk;F;t and Pk;t

as
Ck;H;t ¼ 1� akð Þ Pk:H;t
Pk;t

h i�gk
Ck;t

Ck;F;t ¼ ak
Pk;F;t
Pk;t

h i�gk
Ck:t
Similarly the aggregate price Pk;t


 �
is composite of home and foreign prices Pk;H;tandPk;F;t


 �
Pk;t ¼ 1� akð ÞPgk�1
k;H;t þ a

1
gk
k P

gk�1
k;F;t

� � 1
gk�1
Representative consumers spend on domestic and imported goods and purchase bonds Dk;t


 �
from the income and endow-

ment they possess. Budget constraint shows how the labour income and receipts from bonds, net of taxes equal expenditure
on home and foreign commodities and expected value of bonds to be purchased, Et Qk:t;tþ1Dk;tþ1


 �
.
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Pk;H;tCk;H;t þ Pk;F;tCk;F;t þ Et Qk;t;tþ1Dk;tþ1

 � ¼ Wk;tNk;t þ Dk;t � Tk;t
where Dk;t denotes the debt and Tk;t is the transfer that households receive. Then Qk;t;tþ1 is the price of bonds. The optimal
choices of households regarding the commodity and asset markets are given by the standard first order conditions as
AWtktPk;t ¼ C�s
k;t � hkckbkEt

AWt

AWtþ1
C�sk
k;t�1

� �
This is the Euler equation which states the relation between current and future effective consumption where kk;t is the
marginal utility of income, and sk the elasticity of substitution between the current and future consumption.
Qk;t;tþ1 ¼ bkEt
kk;tþ1

kk;t

Pk;t

Pk;tþ1

� �
This is the stochastic discount factor which equals the discounted return on investment. This also equals the market inter-
est rate that clears the capital (or the bond) market. This is the condition for an optimal portfolio
R�1
k;t ¼ bkEt

kk;tþ1

kk;t

Pk;t

Pk;tþ1

� �
where Rk;t is the nominal interest rate implied by this system.

C.2. Firms

This model assumes a linear production function where output Yk;H;t jð Þ

 �

is a function of technological progress at home
and abroad AHt;AWtð Þand the labour input Nk;t jð Þ


 �

Yk;H;t jð Þ ¼ AWtAk;HtNk;t jð Þ
Firms operate under the monopolistic market and assume certain market power given by
Et

X1
t¼T

ht�T
k;H Q

t�T
k;H Yk;H;t jð Þ Pk;H;t jð Þpt�T

k;H � Pk;H;tMCk;H;t

h i" #

MCk;H;t ¼ Wk;t
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The supply function for each commodity j is as follows
Yk;H;t jð Þ ¼ Pk;H;t jð Þ
Pk;H;t

� ��xk

Ck;H;t þ Gk;H;t þ C�
k;H;t

� 	

wherexk is the elasticity of substitution among domestic commodities. The real exchange rate measures the degree of pass-
through between domestic and foreign prices
wk;F;t ¼
etPk;H;t

Pk;F;t
The law of one price condition is satisfied when wk;F;t ¼ 1. In each period some firms are able to change prices and others
stick to current prices as given by the Calvo pricing mechanism
Et

X1
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Thus both demand and supply functions follow the New Keynesian assumptions on real and nominal rigidities and
shocks.

C.3. International links and global market clearing

The home economy is connected to the foreign economy through relative prices of home to foreign commodities. The real

exchange rate st ¼ etP�t
Pt

reflects the terms of trade between home qt ¼ PH;t
PF;t

and the foreign economy q�
t ¼ PF;t

PH;t
. Pass-through is

perfect when wF;t
qt

¼ w�
F;t
q�t
.
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Market clearing implies that the domestic and foreign asset markets clear
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Similarly markets also clear for home and foreign goods as
Yk;H;t ¼ Ck;H;t þ Gk;H;t þ C�
k;F;t

Y�
k;F;t ¼ C�

k;F;t þ G�
k;F;t þ Ck;H;t
so that, in each country k, the total supply equals the private and public demands for home and foreign goods.

C.4. Shocks

The model economy is subject to five types of shocks (in addition to the monetary policy and risk premium shocks

described in Section 3). First three shocks represent productivity shocks in the global market z
�
t

� 	
, home country A

�
t

� �

and the foreign country A
�
�
t

� �
. All three productivity shocks are assumed to be AR(1) (qz;qA;qA� are the AR coefficients)

and subject to zero mean iid errors �z;t; �A;t and �A� ;t respectively. These shocks affect both the consumption and production
sides of the economy
z
�
t ¼ qzz

�
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�
t ¼ qAA
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A
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�
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Then the model is subject to fiscal policy shocks in both countries, the aggregate public spending shocks G
�
t and G

�
�
t , respec-

tively, at home and abroad. The fiscal shocks are persistent with order 1 autoregression as measured by qG and qG�but also
subject to random innovations �G and �G�
G
�
t ¼ qGG

�
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Appendix D. Log-linearization for the baseline model

To solve the model we log-linearize about the steady state. First define lower case variables x
�
t

x
�
t ¼ ln xt � ln x
The linearization of price (inflation to marginal cost)
p
�
H;t ¼ bEtp

�
H;tþ1 þ kH;tmc

�
t

where kH;t ¼ 1�hH
hH

1� hHbð Þis the Calvo price adjustment factor and mc
�

t ¼ �k
�
t � aq

�
t � A

�
t is the marginal cost of production.

Similarly the changes in the marginal utility of income k
�
t

� 	
relates to changes in consumption between two periods as given

by the Euler relation
� k
�
t

The habit formation evolves according to
1� hð ÞC
�
t ¼ c

�
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�
tþ1 þ hz

�
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(for h ¼ 0 it is a standard Euler equation).
� k
�
t
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Changes in the inflation rate are due to the domestic and international factors (importer’s Phillip’s curve)
p
�
F;t ¼ bEtp

�
F;tþ1 þ kF;tw

�
F;t ; kF;t ¼ 1� hF

hF
1� hFbð Þ
Inflation has domestic and foreign components
p
�
t ¼ ap

�
F;t þ 1� að Þp�H;t
The terms of trade move according to the changes in domestic inflation relative to foreign inflation
q
�
t ¼ q

�
t�1 þ p

�
H;t � p

�
F;t
Thus the real exchange rate evolves according to the law of one price and terms of trade effects as
s
�
t ¼ w

�
F;t � 1� að Þq�t�1 � aq

��
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The purchasing power parity condition implies that changes in the exchange rate reflect the differences in domestic and for-
eign inflation and changes in the real exchange rate as
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�
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The interest rate differential relates to changes in the exchange rate dynamics as
R
�
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The marginal utilities of income between trading nations relate to the purchasing power parity condition
k
�
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Thus output relates to aggregate demand and relative price from this condition as
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